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ABSTRACT
We report measurements of the mass density, and cosmological-constant energy density, of)

M
, )",

the universe based on the analysis of 42 type Ia supernovae discovered by the Supernova Cosmology
Project. The magnitude-redshift data for these supernovae, at redshifts between 0.18 and 0.83, are Ðtted
jointly with a set of supernovae from the Supernova Survey, at redshifts below 0.1, to yieldCala" n/Tololo
values for the cosmological parameters. All supernova peak magnitudes are standardized using a SN Ia
light-curve width-luminosity relation. The measurement yields a joint probability distribution of the
cosmological parameters that is approximated by the relation in the region0.8)

M
[ 0.6)" B [0.2 ^ 0.1

of interest For a Ñat cosmology we Ðnd (1 p statistical)()
M

[ 1.5). ()
M

] )" \ 1) )
M
flat \ 0.28~0.08`0.09 ~0.04`0.05

(identiÐed systematics). The data are strongly inconsistent with a " \ 0 Ñat cosmology, the simplest
inÑationary universe model. An open, " \ 0 cosmology also does not Ðt the data well : the data indicate
that the cosmological constant is nonzero and positive, with a conÐdence of P(" [ 0) \ 99%, including
the identiÐed systematic uncertainties. The best-Ðt age of the universe relative to the Hubble time is

Gyr for a Ñat cosmology. The size of our sample allows us to perform a variety oft0flat \ 14.9~1.1`1.4(0.63/h)
statistical tests to check for possible systematic errors and biases. We Ðnd no signiÐcant di†erences in
either the host reddening distribution or Malmquist bias between the low-redshift sampleCala" n/Tololo
and our high-redshift sample. Excluding those few supernovae that are outliers in color excess or Ðt
residual does not signiÐcantly change the results. The conclusions are also robust whether or not a
width-luminosity relation is used to standardize the supernova peak magnitudes. We discuss and con-
strain, where possible, hypothetical alternatives to a cosmological constant.
Subject headings : cosmology : observations È distance scale È supernovae : general
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ABSTRACT
We present spectral and photometric observations of 10 Type Ia supernovae (SNe Ia) in the redshift

range 0.16 ¹ z ¹ 0.62. The luminosity distances of these objects are determined by methods that employ
relations between SN Ia luminosity and light curve shape. Combined with previous data from our
High-z Supernova Search Team and recent results by Riess et al., this expanded set of 16 high-redshift
supernovae and a set of 34 nearby supernovae are used to place constraints on the following cosmo-
logical parameters : the Hubble constant the mass density the cosmological constant (i.e., the(H0), ()

M
),

vacuum energy density, the deceleration parameter and the dynamical age of the universe)"), (q0), (t0).
The distances of the high-redshift SNe Ia are, on average, 10%È15% farther than expected in a low mass
density universe without a cosmological constant. Di†erent light curve Ðtting methods, SN Ia()

M
\ 0.2)

subsamples, and prior constraints unanimously favor eternally expanding models with positive cosmo-
logical constant (i.e., and a current acceleration of the expansion (i.e., With no prior)" [ 0) q0 \ 0).
constraint on mass density other than the spectroscopically conÐrmed SNe Ia are statistically)

M
º 0,

consistent with at the 2.8 p and 3.9 p conÐdence levels, and with at the 3.0 p and 4.0 pq0 \ 0 )" [ 0
conÐdence levels, for two di†erent Ðtting methods, respectively. Fixing a ““ minimal ÏÏ mass density, )

M
\

results in the weakest detection, at the 3.0 p conÐdence level from one of the two methods.0.2, )" [ 0
For a Ñat universe prior the spectroscopically conÐrmed SNe Ia require at 7 p()

M
] )" \ 1), )" [ 0

and 9 p formal statistical signiÐcance for the two di†erent Ðtting methods. A universe closed by ordinary
matter (i.e., is formally ruled out at the 7 p to 8 p conÐdence level for the two di†erent Ðtting)

M
\ 1)

methods. We estimate the dynamical age of the universe to be 14.2 ^ 1.7 Gyr including systematic uncer-
tainties in the current Cepheid distance scale. We estimate the likely e†ect of several sources of system-
atic error, including progenitor and metallicity evolution, extinction, sample selection bias, local
perturbations in the expansion rate, gravitational lensing, and sample contamination. Presently, none of
these e†ects appear to reconcile the data with and)" \ 0 q0 º 0.
Key words : cosmology : observations È supernovae : general

ÈÈÈÈÈÈÈÈÈÈÈÈÈÈÈ
1 Department of Astronomy, University of California at Berkeley,

Berkeley, CA 94720-3411.
2 Harvard-Smithsonian Center for Astrophysics, 60 Garden Street,

Cambridge, MA 02138.
3 Departamento de Astronom•�a y Astrof •� sica, PontiÐcia Universidad

Cato� lica, Casilla 104, Santiago 22, Chile.
4 Department of Astronomy, University of Washington, Box 351580,

Seattle, WA 98195.
5 Space Telescope Science Institute, 3700 San Martin Drive, Baltimore,

MD 21218.
6 European Southern Observatory, Karl-Schwarzschild-Strasse 2,

D-85748 Garching bei Mu� nchen, Germany.
7 Cerro Tololo Inter-American Observatory, National Optical

Astronomy Observatories, Casilla 603, La Serena, Chile. NOAO is oper-
ated by the Association of Universities for Research in Astronomy, Inc.,
under cooperative agreement with the National Science Foundation.

8 Mount Stromlo and Siding Spring Observatories, Private Bag,
Weston Creek, ACT 2611, Australia.

9 Visiting Astronomer, Cerro Tololo Inter-American Observatory.
10 Department of Astronomy, University of Michigan, 834 Dennison

Building, Ann Arbor, MI 48109.
11 Institute for Astronomy, University of Hawaii, 2680 Woodlawn

Drive, Honolulu, HI 96822.

1. INTRODUCTION

This paper reports observations of 10 new high-redshift
Type Ia supernovae (SNe Ia) and the values of the cosmo-
logical parameters derived from them. Together with the
four high-redshift supernovae previously reported by our
High-z Supernova Search Team et al.(Schmidt 1998 ;

et al. and two others et al.Garnavich 1998a) (Riess 1998b),
the sample of 16 is now large enough to yield interesting
cosmological results of high statistical signiÐcance. Con-
Ðdence in these results depends not on increasing the
sample size but on improving our understanding of system-
atic uncertainties.

The time evolution of the cosmic scale factor depends on
the composition of mass-energy in the universe. While the
universe is known to contain a signiÐcant amount of ordi-
nary matter, which decelerates the expansion, its)

M
,

dynamics may also be signiÐcantly a†ected by more exotic
forms of energy. Preeminent among these is a possible
energy of the vacuum EinsteinÏs ““ cosmological con-()"),

1009



Why dark energy?Dark Energy 13

   

Figure 4: Discovery data: Hubble diagram of SNe Ia measured by the Supernova
Cosmology Project and the High-z Supernova Team. Bottom panel shows residu-
als in distance modulus relative to an open universe with Ω0 = ΩM = 0.3. Figure
adapted from Perlmutter & Schmidt (2003), Riess (2000), based on Perlmutter
et al. (1999), Riess et al. (1998).

Subsequent supernova observations have reinforced the original results, and new
evidence has accrued from other observational probes. In this section, we review
these developments and discuss the current status of the evidence for cosmic
acceleration and what we know about dark energy. In §7, we address the probes
of cosmic acceleration in more detail, and we discuss future experiments in §8.

4.1 Cosmic microwave background and large-scale structure

An early and important confirmation of accelerated expansion was the indepen-
dent evidence for dark energy from measurements of CMB anisotropy (Jaffe et al.
2001, Pryke et al. 2002) and of large-scale structure (LSS). The CMB constrains
the amplitude of the primordial fluctuations that give rise to the observed struc-
ture as well as the distance to the last-scattering surface, r(z ! 1100). In order
to allow sufficient growth of the primordial perturbations and not disrupt the for-
mation of large-scale structure, dark energy must come to dominate the Universe
only very recently (see §2.3), implying that its energy density must evolve with
redshift more slowly than matter. This occurs if it has negative pressure, w < 0,
cf. Eq. (5). Likewise, the presence of a component with large negative pressure
that accounts for three-quarters of the critical density affects the distance to the
last-scattering surface.

Universe 
accelerates 

(SNe)

w = p/ρ < −1/3

70% Dark 
Energy



Cosmic complementarity

Amanullah et al 2010 
(Supernova Cosmology Project)



But why dark energy different from Λ?

Coincidence problem
Why is dark energy starting to dominate the 

energy budget today?

Fine  tuning problem

Why is Λ 120 orders 
of magnitude smaller 

than expected?

ΩDE(z)/Ωm(z)

∝ (1 + z)3w

Carroll et al (1992)

Note: 2 separate problems 
that could be linked. 

Acceleration and V.E. Even if 
solve DE problem, need to 

solve V.E. problem (v.v.)



Two approaches in the DE game

Create specific model for Dark Energy from a  
theoretically pleasing standpoint. Use 
observations to either rule out or constrain 
the model.

Clump all of above models into non-V.E. class. 
Try to first rule out this cosmological 
constant scenario by searching for w(z) ≠ -1. 
Use generalized parameterizations.
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FIG. 1. Energy density (top) and equation of state (bot-
tom) of early dark energy and a cosmological constant. At
low redshifts the EDE mimics a dark energy component
with the same density and EOS at present, and decouples
after redshifts of a few, the exact redshift depending on
the size of the EDE fraction Ωe.

power spectrum, SN distances, and the CMB. In Sec-
tion 3, we provide prospective early dark energy and
sum of neutrino mass constraints (and potential bi-
ases) obtained from a joint analysis of these probes,
based on a Fisher matrix prescription. Section 4 con-
cludes with a discussion of our findings.

II. METHODOLOGY

We begin with an overview of our calculation. We
briefly describe the EDE cosmological model, and
then discuss the relevant observational variables.

A. Early Dark Energy

Early dark energy changes the expansion rate and
hence cosmological distances. It also changes the
growth of density fluctuations in the universe and
hence the matter power spectrum [16].
We begin by expressing the expansion rate of the

universe in terms of the dark energy density Ωd(z) (in
units of the critical density) as

H(z) = H0

√

Ωr(1 + z)4 + Ωm(1 + z)3 + Ωk(1 + z)2

1− Ωd(z)
,

(1)
where H0 = 100 h km s−1 Mpc−1 is the Hubble
constant, and {Ωr,Ωm,Ωk} are the present radiation,
matter, and curvature densities in units of the critical
density. The present matter density is further com-
posed of the densities of the cold dark matter, baryons,
and massive neutrinos (Ωm = Ωc+Ωb+Ων). The evo-
lution of dark energy is conventionally expressed as a

function of its equation of state (EOS), w(z),

Ωd(z) =
Ωd0H2

0

H2(z)
exp

(

3

∫ z

0
dz

1 + w(z)

1 + z

)

, (2)

where Ωd0 = Ωd(0) is the present density of the dark
energy. We use Ωd0 and ΩΛ interchangeably in our
notation.
A uniform and constant vacuum density (w = −1)

is simple but suffers from the well-known coincidence
problem. The value of the dark energy density has to
be fine-tuned so that it only affects the dynamics of
the universe at present. This coincidence problem mo-
tivates the exploration of solutions other than ΛCDM
(e.g. [10, 39]). Among the possibilities that allow for
w > −1 are models in which the evolution of the dark
energy density is such that it is large enough to affect
the universal dynamics even at z > 2. They may even
alleviate the coincidence problem [16, 40].
A realization of early dark energy is given by

the ”tracker” parameterization of Doran & Robbers
(2006) [18], where the dark energy tracks the domi-
nant component in the universe. For this case, it is
simpler to parameterize the dark energy density evo-
lution directly, rather than express it in terms of an
evolving equation of state. We use a modified form
of the Doran and Robbers (2006) [18] parameteriza-
tion that tracks the equation of state of the dominant
energy, as shown in Fig. 1,

Ωd(z) = Ωd0
(1 + z)3+3w0

h2
w(z)

+ Ωev(z)

(

1−
(1 + z)3+3w0

h2
w(z)

)

, (3)

h2
w(z) = Ωd0(1 + z)3+3w0 + Ωm(1 + z)3

+ Ωr(1 + z)4 + Ωk(1 + z)2,

where w0 = w(0). The function v(z) should have the
properties that it asymptotes to unity at large redshift
and v(0) = 0, thus ensuring that Ωd(z) asymptotes to
Ωe at large redshift and Ωd(0) = Ωd0. We use v(z) =
1−(1+z)3w0 [18], but any other parameterization such
that d ln(v)/d ln(z) = O(1) will give similar results.
Note that the first term proportional to Ωd0 is dark
energy density as a function of redshift for a model
with present density of dark energy Ωd0 and constant
EOS w0. Thus, in this parameterization with early
dark energy, the effect at low redshift is the same as a
model with constant EOS model w0 and density Ωd0.
Quantitatively, the Ωe term (“early dark energy”) in
Eqn. 3 constitutes [0, 2.1, 8.0, 17.7]% at redshifts z =
[0, 1, 2, 3] respectively of the overall amount of dark
energy Ωd(z) for w = −1 and Ωe = 0.01.
We may compute the EOS using the expression

w(z) = −1 + (1+z)
z

d ln[Ωd(z)H
2(z)]

3 d ln z . At z=0, w(z) = w0

and increases with z, tending to 0 if the dominant com-
ponent of energy density is due to pressureless matter
and an example of this behavior is shown in Fig. 1.

ΩDE(z) = Ωw(z) + ΩeA(z)

Why DE 
domination 

today?

How does our lack 
of understanding 
DE in the redshift 

desert affect 
measurements of DE 
and neutrino mass 

at late times?

ΩDE(z)/Ωm(z)

∝ (1 + z)3w

E.g. DE from galaxy clustering measurements biased by 1-sigma (Linder & Robbers 2008).

Doran and Robbers 2006
Joudaki and Kaplinghat 2011



Present status of DE measurements
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FIG. 1: Reconstruction of w(z) using the datasets (I) (top panel) and (II) (bottom panel); see text for details. The red and
black error bars correspond to 68 and 95% error bars respectively. ΛCDM model is shown with the blue dashed line. In the
bottom panel, we also plot the reconstruction result with an alternative placement of fitting nodes (red points and curve; see
the text for details).

For the region II), the density perturbation δ, the veloc-
ity perturbation θ, and their derivatives are finite and
continuous for the realistic quintom dark energy models;
therefore we set matching conditions in region (II), δ̇ = 0
and θ̇ = 0. This is an approximate method to calculate
DE perturbation during crossing regime without intro-
ducing more parameters1. The error in this approxima-
tion is controllable and we have tested it in our numerical
calculations; with ε ∼ 10−5 we find that our method is a
very good approximation to the two-field quintom dark
energy model. For more details of this method we refer
the reader to Refs. [3, 13].

In our calculations we take the total likelihood as the
products of the separate likelihoods (Li) of CMB, LSS
and SN Ia, i.e. defining χ2

i ≡ −2 logLi, we use

χ2
total = χ2

CMB + χ2
LSS + χ2

SNIa . (5)

1 Ref[17] has proved that in FRW cosmology, the equation of state
of a single fluid or a single scalar field cannot cross −1. To realize
such crossing, one has to introduce at least one more degree of
freedom.

For the CMB data, we use the three-year WMAP
(WMAP3) temperature-temperature and temperature-
polarization power spectrum with the routine for com-
puting the likelihood supplied by the WMAP team [18].
The LSS information we use consists of the galaxy power
spectrum from the Sloan Digital Sky Survey (SDSS-gal;
[19]); the luminous red galaxy power spectrum, also from
the SDSS (SDSS-lrg; [20]) and the galaxy power spec-
trum from the 2dF Galaxy Redshift Survey (2dFGRS-
gal; [21]). To be conservative, for all galaxy data we
have used only the information at k ≤ 0.1h Mpc−1, cor-
responding to the linear regime. For SN Ia data, we use
two datasets: Riess sample of 182 SNe [9] and ESSENCE
sample of 192 SNe [22, 23]. We consider two dataset com-
binations:

(I) Riess-182+WMAP3+SDSS-gal+2dFGRS-gal;

(II) ESSENCE-192+WMAP3+SDSS-lrg+2dFGRS-gal.

In addition, for both datasets we also use the fol-
lowing information: Hubble Key Project measurement
H0 = 72 ± 8 km s−1 Mpc−1(1σ) [24]; baryon density
information from the Big Bang Nucleosynthesis Ωbh2 =

2

FIG. 1: Reconstruction of w(z) using the datasets (I) (top panel) and (II) (bottom panel); see text for details. The red and
black error bars correspond to 68 and 95% error bars respectively. ΛCDM model is shown with the blue dashed line. In the
bottom panel, we also plot the reconstruction result with an alternative placement of fitting nodes (red points and curve; see
the text for details).

For the region II), the density perturbation δ, the veloc-
ity perturbation θ, and their derivatives are finite and
continuous for the realistic quintom dark energy models;
therefore we set matching conditions in region (II), δ̇ = 0
and θ̇ = 0. This is an approximate method to calculate
DE perturbation during crossing regime without intro-
ducing more parameters1. The error in this approxima-
tion is controllable and we have tested it in our numerical
calculations; with ε ∼ 10−5 we find that our method is a
very good approximation to the two-field quintom dark
energy model. For more details of this method we refer
the reader to Refs. [3, 13].

In our calculations we take the total likelihood as the
products of the separate likelihoods (Li) of CMB, LSS
and SN Ia, i.e. defining χ2

i ≡ −2 logLi, we use

χ2
total = χ2

CMB + χ2
LSS + χ2

SNIa . (5)

1 Ref[17] has proved that in FRW cosmology, the equation of state
of a single fluid or a single scalar field cannot cross −1. To realize
such crossing, one has to introduce at least one more degree of
freedom.

For the CMB data, we use the three-year WMAP
(WMAP3) temperature-temperature and temperature-
polarization power spectrum with the routine for com-
puting the likelihood supplied by the WMAP team [18].
The LSS information we use consists of the galaxy power
spectrum from the Sloan Digital Sky Survey (SDSS-gal;
[19]); the luminous red galaxy power spectrum, also from
the SDSS (SDSS-lrg; [20]) and the galaxy power spec-
trum from the 2dF Galaxy Redshift Survey (2dFGRS-
gal; [21]). To be conservative, for all galaxy data we
have used only the information at k ≤ 0.1h Mpc−1, cor-
responding to the linear regime. For SN Ia data, we use
two datasets: Riess sample of 182 SNe [9] and ESSENCE
sample of 192 SNe [22, 23]. We consider two dataset com-
binations:

(I) Riess-182+WMAP3+SDSS-gal+2dFGRS-gal;

(II) ESSENCE-192+WMAP3+SDSS-lrg+2dFGRS-gal.

In addition, for both datasets we also use the fol-
lowing information: Hubble Key Project measurement
H0 = 72 ± 8 km s−1 Mpc−1(1σ) [24]; baryon density
information from the Big Bang Nucleosynthesis Ωbh2 =

While current data fully consistent with ΛCDM, they do not exclude 
more exotic models of DE in which the density or EOS vary with time.

Current and future 
constraints: 

Redshift desert
SNe presently strongest 

probe of DE
WL most powerful 

future probe (DETF 
2007), as both function 

of expansion history and 
growth of structure

June 23, 2008 15:23 WSPC/Guidelines-MPLA 02771

1348 D. Huterer

3. Cosmological Probes of Dark Energy

The various cosmological probes of dark energy are displayed in Fig. 2. The solid
regions show the (approximate) redshift extent of current surveys, while the hatched
regions show future surveys. Type Ia supernovae are the best established probe
and still provide the best constraints; weak lensing, baryonic acoustic oscillations
and cluster counts are especially promising ones for the near future. As discussed
elsewhere at length (e.g. Ref. 7), the cosmic microwave background (CMB) power
spectrum mainly serves as a complementary probe, providing measurement of a
single quantity (distance to a redshift of ∼ 1000 with ΩMh2 essentially fixed).
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Fig. 2. Principal cosmological probes of dark energy, and their redshift extent for current surveys
(solid regions) and future surveys (hatched regions).

4. Upcoming Surveys and Experiments

We now briefly review the principal upcoming surveys designed to probe dark en-
ergy. The European CMB mission Planck, scheduled for launch in 2008, will provide
very important complementary constraints on dark energy mostly due to its better
determination of the parameter ΩMh2. The South Pole Telescope (SPT), a 10-m
telescope currently operating on the South Pole, will measure thousands of galaxy
clusters via their Sunyaev-Zeldovich signature (scattering of electrons off hot elec-
trons in the cluster) and thus provide constraints on dark energy via the classic
number density vs. redshift test. The highly anticipated Large Synoptic Survey
Telescope (LSST), an 8m-class telescope expected to be constructed in Chile in the
next decade, will primarily provide constraints on dark energy via weak gravita-
tional lensing.

Here we single out and describe in more detail two experiments.
Dark Energy Survey (DES) is a proposal to put a 4-m camera on the Blanco

telescope in Chile and perform a survey over 5000 sq. deg. One goal is obtaining

Doran 2007
Reichardt 2011

essence+wmap+sdss+2dfgrs+hst

EDE at 
few 

percent

Huterer 2008

Zhao et al 2008
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black error bars correspond to 68 and 95% error bars respectively. ΛCDM model is shown with the blue dashed line. In the
bottom panel, we also plot the reconstruction result with an alternative placement of fitting nodes (red points and curve; see
the text for details).

For the region II), the density perturbation δ, the veloc-
ity perturbation θ, and their derivatives are finite and
continuous for the realistic quintom dark energy models;
therefore we set matching conditions in region (II), δ̇ = 0
and θ̇ = 0. This is an approximate method to calculate
DE perturbation during crossing regime without intro-
ducing more parameters1. The error in this approxima-
tion is controllable and we have tested it in our numerical
calculations; with ε ∼ 10−5 we find that our method is a
very good approximation to the two-field quintom dark
energy model. For more details of this method we refer
the reader to Refs. [3, 13].

In our calculations we take the total likelihood as the
products of the separate likelihoods (Li) of CMB, LSS
and SN Ia, i.e. defining χ2

i ≡ −2 logLi, we use

χ2
total = χ2

CMB + χ2
LSS + χ2

SNIa . (5)

1 Ref[17] has proved that in FRW cosmology, the equation of state
of a single fluid or a single scalar field cannot cross −1. To realize
such crossing, one has to introduce at least one more degree of
freedom.

For the CMB data, we use the three-year WMAP
(WMAP3) temperature-temperature and temperature-
polarization power spectrum with the routine for com-
puting the likelihood supplied by the WMAP team [18].
The LSS information we use consists of the galaxy power
spectrum from the Sloan Digital Sky Survey (SDSS-gal;
[19]); the luminous red galaxy power spectrum, also from
the SDSS (SDSS-lrg; [20]) and the galaxy power spec-
trum from the 2dF Galaxy Redshift Survey (2dFGRS-
gal; [21]). To be conservative, for all galaxy data we
have used only the information at k ≤ 0.1h Mpc−1, cor-
responding to the linear regime. For SN Ia data, we use
two datasets: Riess sample of 182 SNe [9] and ESSENCE
sample of 192 SNe [22, 23]. We consider two dataset com-
binations:

(I) Riess-182+WMAP3+SDSS-gal+2dFGRS-gal;

(II) ESSENCE-192+WMAP3+SDSS-lrg+2dFGRS-gal.

In addition, for both datasets we also use the fol-
lowing information: Hubble Key Project measurement
H0 = 72 ± 8 km s−1 Mpc−1(1σ) [24]; baryon density
information from the Big Bang Nucleosynthesis Ωbh2 =

z



Problems with neutrino mass
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albeit very tiny ones...

We don’t know why that is, but we have a
“gut feeling” it means something important.

Are neutrinos fundamentally different?

Are neutrino masses generated by a distinct
dynamical mechanism?

March 30, 2006 ν Mass Hierarchy

neutrinos fundamentally 
different?

Why neutrino masses so 
much smaller than 

other fermions?

neutrino masses generated by a 
distinct dynamical mechanism?

de gouvea (2006)

Fermion masses in general 
one of major mysteries of 

SM. Measurement of 
neutrino masses could 

provide useful new 
perspective.



Allowed mass schemes 

Sum of neutrino 
masses greater than 

about 60 meV

Laboratory experiments (such as 
double beta decay) and cosmology 
should be able to probe this regime.

Sum of neutrino 
masses greater than 

about 90 meV

atmospheric

solar

solar
atmospheric

Atmospheric: δm2 = 3 x 10-3 eV2 
Solar: δm2 = 5 x 10-5 eV2

NH

IH

see Particle data group 
for references



Current limits on neutrino mass: 
WMAP driven results 

Cosmological constant (EOS=–1)+CDM+flatness

WMAP7: ∑mnu<1.4 (95% CL)

WMAP7+Hubble constant+BAO (SDSS): ∑mnu<0.6 
(95% CL) 

DE with constant EOS (≠ –1)+CDM+flatness

WMAP7+Hubble constant+BAO (SDSS): ∑mnu<1.3 
(95% CL) 

WMAP7+SNe (constitution)+BAO (SDSS): ∑mnu<0.9 
(95% CL)

WMAP7+Luminous red galaxies (SDSS)+Hubble 
constant: ∑mnu<0.8 (95% CL)

WMAP7+Luminous red galaxies (SDSS)+Hubble 
constant+SNe (constitution): ∑mnu<0.5 (95% CL)

All results from WMAP team

WMAP7+ACT+BAO+HST 
simultaneously: Neff, EDE, curvature, running:  

∑mnu<1.5 (95% CL)
(Joudaki & Kaplinghat, in prep)



Current limits on neutrino mass: 
WMAP driven results 

Cosmological constant (EOS=–1)+CDM+flatness

WMAP7: ∑mnu<1.4 (95% CL)

WMAP7+Hubble constant+BAO (SDSS): ∑mnu<0.6 
(95% CL) 

DE with constant EOS (≠ –1)+CDM+flatness

WMAP7+Hubble constant+BAO (SDSS): ∑mnu<1.3 
(95% CL) 

WMAP7+SNe (constitution)+BAO (SDSS): ∑mnu<0.9 
(95% CL)

WMAP7+Luminous red galaxies (SDSS)+Hubble 
constant: ∑mnu<0.8 (95% CL)

WMAP7+Luminous red galaxies (SDSS)+Hubble 
constant+SNe (constitution): ∑mnu<0.5 (95% CL)

All results from WMAP team

For comparison, tritium decay 
(Kraus et al 2004): 

mve < 2 eV (95% CL)



Future of Laboratory Constraints

Kinematic: KATRIN 
(tritium β decay)

Aim: mνe < 0.2 eV at 
95% CL.

Neutrinoless double 
beta decay:

test if neutrinos are 
Majorana particles

Next gen ~ 100 milli-
eV to 10 milli-eV in 
double beta decay 
mass

�
p+ 2n → 2p+ n+ e− + ν̄e

�

(e.g. GERDA, SNO+, Majorana, DUSEL, INO)



Agenda Part 1
Dark energy and neutrino masses: 
motivation and present constraints

Dark energy and neutrino masses from 
Distances and Matter Power Spectrum

Joint analysis including CMB, SNe, WL, 
Galaxies, including cross-correlations
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Dark Energy and Neutrino Masses from Future Measurements of the
Expansion History and Growth of Structure

Shahab Joudaki, Manoj Kaplinghat
Center for Cosmology, Dept. of Physics & Astronomy, University of California, Irvine, CA 92697

(Dated: June 3, 2011)

We forecast the expected cosmological constraints from a combination of probes of both the
universal expansion rate and matter perturbation growth, in the form of weak lensing tomography,
galaxy tomography, supernovae, and the cosmic microwave background incorporating all cross-
correlations between the observables for an extensive cosmological parameter set. We allow for non-
zero curvature and parameterize our ignorance of the early universe by allowing for a non-negligible
fraction of dark energy (DE) at high redshifts. We find that early DE density can be constrained
to 0.2% of the critical density of the universe with Planck combined with a ground-based LSST-like
survey, while curvature can be constrained to 0.06%. However, these additional degrees of freedom
degrade our ability to measure late-time dark energy and the sum of neutrino masses. We find that
the combination of cosmological probes can break degeneracies and constrain the sum of neutrino
masses to 40 meV, present DE density also to 0.2% of the critical density, and the equation of state
to 0.01 – roughly a factor of two degradation in the constraints overall compared to the case without
allowing for early DE. The constraints for a space-based mission are similar. Even a modest 1% dark
energy fraction of the critical density at high redshift, if not accounted for in future analyses, biases
the cosmological parameters by up to 2σ. Our analysis suggests that throwing out nonlinear scales
(multipoles > 1000) may not result in significant degradation in future parameter measurements
when multiple cosmological probes are combined. We also find that including cross-correlations
between the different probes should result in better constraints by up to a factor of about 2 for the
sum of neutrino masses and early dark energy density.

I. INTRODUCTION

The measurement of the low-redshift expansion his-
tory through observations of SNIa [1, 2], combined
with cosmic microwave background (CMB) observa-
tions of flatness [3, 4] and large-scale structure (LSS)
measurements of a sub-critical matter density [5–7]
provide strong arguments for a currently accelerating
phase in the expansion of the universe. The simplest
solution to these observations is provided by a cos-
mological constant (or a uniformly smooth vacuum
energy) with a pressure that is the negative of the
energy density.

Among alternatives to the cosmological constant,
the most popular are scalar field models with poten-
tials tailored to give rise to late-time acceleration and
current equation of state for the dark energy, w, close
to -1 [8–15]. These models are fine-tuned to have dark
energy dominate today, just like the cosmological con-
stant. However, the requirement w ! −1 currently,
does not imply that dark energy was sub-dominant
at earlier times, specifically redshift z ! 2, where we
have no direct constraints. Even in single scalar field
models, one could have a wide range of behavior for
w(z), or equivalently the evolution of the dark en-
ergy density with redshift. For example, oscillating
w(z) models provide an example where the dark en-
ergy density is not negligible in the past, while at the
same time the fine-tuning of the potential is compar-
atively benign [16].

Observationally, we have no direct constraints on
the expansion rate of the universe at z ! 2. One
way to parameterize our ignorance is to allow for early

dark energy. Such a parameterization also allows us
to estimate the changes in the growth of structure
compared to a ΛCDM model.
Our aim in this paper is three-fold.

1. We explore how well the present dark energy
density and its equation of state may be con-
strained using multiple probes that are sensi-
tive to the growth of structure and expansion
history. We include cross-correlations between
these different probes and isolate their effect on
parameter constraints and degeneracies.

2. We include non-negligible dark energy density
at early time (z ! 2) and ask how well this con-
tribution can be measured and how it affects
the inferred values for the present dark energy
equation of state w and density Ωd0.

3. We discuss how the inclusion of early dark en-
ergy affects the determination of the sum of the
neutrino masses in spatially flat and non-flat
cosmological models and including the expected
degradation from unknown reionization history.

With respect to the second point above, we note that
a study of expected constraints from baryon acous-
tic oscillation (BAO) observations has shown that the
presence of early dark energy can significantly bias
the inferred values of late-time dark energy param-
eters [17]. We may attempt to resolve this bias by
using a calibration parameter, similar to that for SNe
observations. However, this would lead to more than
a factor of two larger degradation in BAO dark energy

arXiv:1106.0299
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Covariance matrix

14

non-Gaussianities in the covariance from the trispec-
trum (due to weak lensing, the ISW effect, and the
SZ effect) have been shown to degrade the Planck
and EPIC parameter constraints by 20% and 30%
[127, 129] respectively; however, their full account lies
beyond the scope of this work.

B. Comprehensive Parameter Forecasts

In previous sections we explored the qualitative in-
fluence of EDE on the lensing, galaxy, supernova, and
CMB observables, via its impact on the expansion rate
and matter power spectrum. We now examine how
these corrections quantitatively affect the combined
constraints of the dark energy. To this end, we utilize
a Fisher matrix formalism [72, 130]:

F total
αβ =

∑

#

∆!× Tr

[

C̃
−1
#

∂C#

∂pα
C̃

−1
#

∂C#

∂pβ

]

+ F SN
αβ ,

(47)
where the decoupled SN fisher matrix is defined in
Eqn. 34, and for the combined observational analysis
the symmetric matrix

C# =















C{κ}{κ}
# C{κ}κc

# C{κ}T
# 0 C{κ}{g}

#

Cκc{κ}
# Cκcκc

# CκcT
# 0 Cκc{g}

#

CT{κ}
# CTκc

# CTT
# CTE

# CT{g}
#

0 0 CET
# CEE

# 0

C{g}{κ}
# C{g}κc

# C{g}T
# 0 C{g}{g}

#















,

(48)
such that {κ} consists of the spectra from five tomo-
graphic bins (κ1,κ2,κ3,κ4,κ5) and {g} consists of the
spectra from five tomographic bins (g1, g2, g3, g4, g5).

C{κ}{κ}
# , C{g}{g}

# , C{κ}{g}
# are therefore 5× 5 subma-

trices, and C{κ}κc

# , C{κ}T
# , C{g}κc

# , C{g}T
# are 5 × 1

submatrices. For the terms in Eqn. 47 we carry out
two-sided numerical derivatives with steps of 2% in
most parameter values. We have confirmed the ro-
bustness of our results to other choices of step size.
In Tables IV-X, we illustrate prospective constraints

from Planck/EPIC CMB temperature (T ), E-mode
polarization (E), lensing (κc), LSST/JDEM weak
lensing tomography (κ), galaxy tomography (g), SNe
(s), and their combined impact (including all relevant
cross-correlations shown in Eqn. 48) on the 12 consid-
ered cosmological parameters (Ωd0, Ωe, Ωch2, Ωbh2,
Ωk,

∑

mν , Neff , w0, ns, dns/d lnk, ∆2
R, τ).

The contents of our tables are as follows: In Ta-
ble IV and Table V we consider only a flat universe,
with curvature always considered in the other tables.
These tables present the separate constraints on the
underlying cosmology obtained from the CMB, lens-
ing tomography, galaxy tomography, and SNe, along
with the synergies attained from a combined analysis
of these probes. Table V differs from Table IV in that
it fixes the early dark energy density. Table VI differs

from Table IV in that it allows for variation in curva-
ture. In Table X, we present results where the CMB
constraints are derived from a future experiment like
the proposed 2m EPIC [97, 98] (compare to Table VI).
Table VII differs from Table VI in its neglect of SNe
measurements. Lastly, Table IX differs from Table VI
in that we neglect cross-correlations between the ob-
servables (i.e. neglecting all correlations between T ,
E, κc, κ, g, except for tomographic cross-correlations
within κ).
We now explore each of these tables in greater de-

tail. Table IV shows us that the dominant constraint
on the fraction of dark energy at early times is drawn
from the CMB (in particular TT and to some extent
Tκc) due to its deep redshift information. At a value
of σ(Ωe) = 8.6 × 10−3 (Table IV), the Planck CMB
temperature and polarization constraint is within a
percent of the critical density. In general, EDE is
best constrained by the CMB, followed by weak lens-
ing tomography, galaxy tomography and SNe in that
order. For comparison, the low-redshift lensing con-
straint from LSST on Ωe is a factor of four (factor of
six for JDEM) weaker than from the CMB. If we im-
pose a nonlinear cutoff to the convergence spectra at
!max = 1000, the situation becomes more dire, as the
LSST and JDEM lensing constraints become worse by
another factor of three. Similarly, the galaxy tomog-
raphy constraint from LSST on Ωe is a factor of five
(factor of nine for JDEM) weaker than the CMB con-
straint, and the LSST SN constraint is a factor of 70
weaker (factor of 30 for JDEM) than the CMB.
Nevertheless, once the six observables (T , E, κc, κ,

g, s) and all relevant cross-correlations (see Eqns. 47-
48) from Planck (or EPIC) and LSST (or JDEM) are
analyzed in a combined setting, the constraint on Ωe

improves by a factor of four over the CMB constraint.
The combined constraints are equally strong regard-
less of the choice of LSST or JDEM for the non-CMB
observations (κ, g, s). For a JDEM-like experiment,
the cross-correlations improve the Ωe constraints by a
factor of about 2.
As expected, we find the late-redshift parameters

more strongly constrained by the non-CMB probes.
For example, in a universe where we allow for the ex-
istence of early dark energy, the LSST weak lensing
constraints on the present DE density (Ωd0) and EOS
(w0) of 1% and 6% are much better than the con-
straints obtained from just CMB lensed data of about
7% and 20% on present DE density and EOS (Table
IV). Galaxy tomography measurements with LSST
constrain Ωd0 and w0 to 5% and 10%, respectively,
whereas the strongest SN constraints are derived from
JDEM, at 10% and 5% for Ωd0 and w0 respectively.
When we combine the probes of lensing and galaxy to-
mography, SNe, and CMB, the parameter constraints
improve by a factor of seven in w0 and factor of four
in Ωd0 compared to the constraints from the strongest
single probe, here weak lensing from LSST.
The results of the joint analysis don’t change sig-

Aim: break degeneracies by wide combination of high-z 
and low-z probes. Functions of P(k) and distances.

First time such a comprehensive future dataset 
including both auto and cross correlations analyzed. 

Tough, but kind of cosmological data we will have.

Joudaki and 
Kaplinghat (2011)

2000 
x 13 
x 13
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Probe w0 Ωd0 Ωe
∑

mν(eV) ns
dns
d ln k 1010∆2

R Ωch2 103Ωbh2 Neff τ Ωk

P 0.42 0.12 0.0086 0.47 0.0088 0.0085 0.26 0.0032 0.27 0.28 0.0056 —

PK 0.23 0.057 0.0077 0.20 0.0085 0.0081 0.23 0.0031 0.25 0.28 0.0050 —

P">30K+ σ(τ) 0.23 0.060 0.0080 0.21 0.0085 0.0082 0.44 0.0031 0.25 0.28 0.0097 —

Lκ 0.055 0.0071 0.031 0.25 0.10 0.027 8.3 0.024 9.0 1.1 — —

Jκ 0.088 0.012 0.049 0.38 0.15 0.040 13. 0.035 14. 1.7 — —

Lκ
"<1000 0.072 0.013 0.081 0.38 0.17 0.052 17. 0.049 16. 1.6 — —

Jκ"<1000 0.13 0.024 0.14 0.67 0.27 0.088 28. 0.077 26. 2.5 — —

Lg 0.099 0.037 0.044 0.30 0.087 0.034 8.5 0.050 12. 2.4 — —

Jg 0.21 0.079 0.078 0.63 0.16 0.061 13. 0.11 26. 5.2 — —

Ls 0.21 0.27 0.59 — — — — 0.16 — — — —

Js 0.045 0.085 0.27 — — — — 0.086 — — — —

PKLκLgLs 0.0081 0.0017 0.0023 0.037 0.0050 0.0020 0.17 0.0011 0.13 0.090 0.0042 —

PKJκJgJs 0.0076 0.0014 0.0024 0.036 0.0052 0.0023 0.18 0.0012 0.14 0.088 0.0044 —

PKLκ
"<1000L

g
"<1000L

s 0.0084 0.0018 0.0023 0.039 0.0054 0.0027 0.18 0.0012 0.14 0.099 0.0043 —

PKJκ"<1000J
g
"<1000J

s 0.0078 0.0015 0.0024 0.037 0.0054 0.0035 0.19 0.0014 0.14 0.10 0.0045 —

PKLκLgLs +Ωk 0.0085 0.0019 0.0023 0.038 0.0051 0.0021 0.20 0.0013 0.13 0.090 0.0044 0.00056

PKJκJgJs + Ωk 0.0076 0.0021 0.0025 0.036 0.0055 0.0024 0.19 0.0012 0.14 0.090 0.0045 0.00075

TABLE IV. 1σ uncertainties on cosmological parameters from a combination of probes. P denotes CMB T, E, TE modes
for a Planck survey. K denotes the CMB lensing potential power spectrum and the correlation with the temperature field
for Planck. L denotes an LSST type survey, whereas J denotes a JDEM type survey, and the superscripts κ, g, s, refer
to weak lensing tomography, galaxy tomography, and supernova measurements, respectively. When we combine more
than one probe, all relevant cross-correlations between the selected probes are included. Thus, for the case of PKLκLg,
all cross-correlations between [T, E,κc,κ, g] are included (see Eqn. 48). The subscripts with # < 1000 refer to cutoffs
of the respective auto-correlations (and all related cross-correlations) at # = 1000. At redshifts z = [0, 1, 2, 3] the early

dark energy constitutes [0, 2.1, 8.0, 17.7]% of the overall amount of dark energy (quantified as Ωd(z)−Ωw(z)
Ωd(z)

with w = −1

and Ωe = 0.01). For the case where # < 30 modes in CMB polarization data are excluded, we add a prior of 0.01 on the
optical depth.

Probe w0 Ωd0 Ωe
∑

mν(eV) ns
dns
d ln k 1010∆2

R Ωch2 103Ωbh
2 Neff τ Ωk

P−Ωe 0.42 0.11 — 0.46 0.0086 0.0072 0.26 0.0032 0.25 0.24 0.0055 —

PK−Ωe 0.21 0.055 — 0.15 0.0079 0.0066 0.23 0.0030 0.23 0.22 0.0050 —

P">30K−Ωe + σ(τ) 0.22 0.058 — 0.17 0.0079 0.0066 0.44 0.0030 0.23 0.22 0.0097 —

Lκ − Ωe 0.033 0.0061 — 0.19 0.075 0.018 3.9 0.023 8.1 1.1 — —

Jκ − Ωe 0.053 0.0097 — 0.30 0.12 0.029 6.1 0.034 13. 1.7 — —

Lκ
"<1000 −Ωe 0.050 0.0075 — 0.37 0.13 0.025 6.7 0.049 16. 1.5 — —

Jκ"<1000 −Ωe 0.083 0.013 — 0.65 0.22 0.044 12. 0.076 26. 2.4 — —

Lg − Ωe 0.096 0.035 — 0.30 0.060 0.017 4.4 0.050 12. 2.2 — —

Jg − Ωe 0.21 0.067 — 0.60 0.13 0.038 8.0 0.11 26. 4.7 — —

Ls − Ωe 0.13 0.057 — — — — — 0.080 — — — —

Js − Ωe 0.042 0.012 — — — — — 0.075 — — — —

PKLκLgLs −Ωe 0.0026 0.0010 — 0.023 0.0039 0.0017 0.16 0.0011 0.13 0.078 0.0040 —

PKJκJgJs − Ωe 0.0031 0.00092 — 0.023 0.0047 0.0023 0.17 0.0012 0.13 0.084 0.0044 —

PKLκ
"<1000L

g
"<1000L

s −Ωe 0.0028 0.0012 — 0.024 0.0041 0.0025 0.16 0.0012 0.13 0.084 0.0041 —

PKJκ"<1000J
g
"<1000J

s − Ωe 0.0034 0.00099 — 0.023 0.0050 0.0035 0.17 0.0014 0.14 0.098 0.0044 —

PKLκLgLs +Ωk − Ωe 0.0029 0.0014 — 0.028 0.0039 0.0019 0.18 0.0012 0.13 0.079 0.0041 0.00055

PKJκJgJs + Ωk − Ωe 0.0037 0.0020 — 0.025 0.0049 0.0023 0.18 0.0012 0.14 0.085 0.0044 0.00072

TABLE V. Same as Table IV (Planck CMB), for an EDE fiducial cosmology with Ωe = 0.01 kept fixed.

nificantly when we relax the assumption of spatial
flatness. The exception to this statement is Ωd0 for
JDEM, which degrades by about a factor of 2 for the
case where EDE density is fixed (see Table V). This
is because for JDEM Ωd0 is most strongly constrained

by SNe measurements, which require a tight bound on
the curvature. In the joint analysis, the curvature den-
sity is constrained to 6× 10−4 of the critical density,
which is an order of magnitude stronger than solely
with the CMB temperature and lensing. The ability
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Probe w0 Ωd0 Ωe
∑

mν(eV) ns
dns
d ln k 1010∆2

R Ωch2 103Ωbh2 Neff τ Ωk

P 0.42 0.12 0.0086 0.47 0.0088 0.0085 0.26 0.0032 0.27 0.28 0.0056 —

PK 0.23 0.057 0.0077 0.20 0.0085 0.0081 0.23 0.0031 0.25 0.28 0.0050 —

P">30K+ σ(τ) 0.23 0.060 0.0080 0.21 0.0085 0.0082 0.44 0.0031 0.25 0.28 0.0097 —

Lκ 0.055 0.0071 0.031 0.25 0.10 0.027 8.3 0.024 9.0 1.1 — —

Jκ 0.088 0.012 0.049 0.38 0.15 0.040 13. 0.035 14. 1.7 — —

Lκ
"<1000 0.072 0.013 0.081 0.38 0.17 0.052 17. 0.049 16. 1.6 — —

Jκ"<1000 0.13 0.024 0.14 0.67 0.27 0.088 28. 0.077 26. 2.5 — —

Lg 0.099 0.037 0.044 0.30 0.087 0.034 8.5 0.050 12. 2.4 — —

Jg 0.21 0.079 0.078 0.63 0.16 0.061 13. 0.11 26. 5.2 — —

Ls 0.21 0.27 0.59 — — — — 0.16 — — — —

Js 0.045 0.085 0.27 — — — — 0.086 — — — —

PKLκLgLs 0.0081 0.0017 0.0023 0.037 0.0050 0.0020 0.17 0.0011 0.13 0.090 0.0042 —

PKJκJgJs 0.0076 0.0014 0.0024 0.036 0.0052 0.0023 0.18 0.0012 0.14 0.088 0.0044 —

PKLκ
"<1000L

g
"<1000L

s 0.0084 0.0018 0.0023 0.039 0.0054 0.0027 0.18 0.0012 0.14 0.099 0.0043 —

PKJκ"<1000J
g
"<1000J

s 0.0078 0.0015 0.0024 0.037 0.0054 0.0035 0.19 0.0014 0.14 0.10 0.0045 —

PKLκLgLs +Ωk 0.0085 0.0019 0.0023 0.038 0.0051 0.0021 0.20 0.0013 0.13 0.090 0.0044 0.00056

PKJκJgJs + Ωk 0.0076 0.0021 0.0025 0.036 0.0055 0.0024 0.19 0.0012 0.14 0.090 0.0045 0.00075

TABLE IV. 1σ uncertainties on cosmological parameters from a combination of probes. P denotes CMB T, E, TE modes
for a Planck survey. K denotes the CMB lensing potential power spectrum and the correlation with the temperature field
for Planck. L denotes an LSST type survey, whereas J denotes a JDEM type survey, and the superscripts κ, g, s, refer
to weak lensing tomography, galaxy tomography, and supernova measurements, respectively. When we combine more
than one probe, all relevant cross-correlations between the selected probes are included. Thus, for the case of PKLκLg,
all cross-correlations between [T, E,κc,κ, g] are included (see Eqn. 48). The subscripts with # < 1000 refer to cutoffs
of the respective auto-correlations (and all related cross-correlations) at # = 1000. At redshifts z = [0, 1, 2, 3] the early

dark energy constitutes [0, 2.1, 8.0, 17.7]% of the overall amount of dark energy (quantified as Ωd(z)−Ωw(z)
Ωd(z)

with w = −1

and Ωe = 0.01). For the case where # < 30 modes in CMB polarization data are excluded, we add a prior of 0.01 on the
optical depth.

Probe w0 Ωd0 Ωe
∑

mν(eV) ns
dns
d ln k 1010∆2

R Ωch2 103Ωbh
2 Neff τ Ωk

P−Ωe 0.42 0.11 — 0.46 0.0086 0.0072 0.26 0.0032 0.25 0.24 0.0055 —

PK−Ωe 0.21 0.055 — 0.15 0.0079 0.0066 0.23 0.0030 0.23 0.22 0.0050 —

P">30K−Ωe + σ(τ) 0.22 0.058 — 0.17 0.0079 0.0066 0.44 0.0030 0.23 0.22 0.0097 —

Lκ − Ωe 0.033 0.0061 — 0.19 0.075 0.018 3.9 0.023 8.1 1.1 — —

Jκ − Ωe 0.053 0.0097 — 0.30 0.12 0.029 6.1 0.034 13. 1.7 — —

Lκ
"<1000 −Ωe 0.050 0.0075 — 0.37 0.13 0.025 6.7 0.049 16. 1.5 — —

Jκ"<1000 −Ωe 0.083 0.013 — 0.65 0.22 0.044 12. 0.076 26. 2.4 — —

Lg − Ωe 0.096 0.035 — 0.30 0.060 0.017 4.4 0.050 12. 2.2 — —

Jg − Ωe 0.21 0.067 — 0.60 0.13 0.038 8.0 0.11 26. 4.7 — —

Ls − Ωe 0.13 0.057 — — — — — 0.080 — — — —

Js − Ωe 0.042 0.012 — — — — — 0.075 — — — —

PKLκLgLs −Ωe 0.0026 0.0010 — 0.023 0.0039 0.0017 0.16 0.0011 0.13 0.078 0.0040 —

PKJκJgJs − Ωe 0.0031 0.00092 — 0.023 0.0047 0.0023 0.17 0.0012 0.13 0.084 0.0044 —

PKLκ
"<1000L

g
"<1000L

s −Ωe 0.0028 0.0012 — 0.024 0.0041 0.0025 0.16 0.0012 0.13 0.084 0.0041 —

PKJκ"<1000J
g
"<1000J

s − Ωe 0.0034 0.00099 — 0.023 0.0050 0.0035 0.17 0.0014 0.14 0.098 0.0044 —

PKLκLgLs +Ωk − Ωe 0.0029 0.0014 — 0.028 0.0039 0.0019 0.18 0.0012 0.13 0.079 0.0041 0.00055

PKJκJgJs + Ωk − Ωe 0.0037 0.0020 — 0.025 0.0049 0.0023 0.18 0.0012 0.14 0.085 0.0044 0.00072

TABLE V. Same as Table IV (Planck CMB), for an EDE fiducial cosmology with Ωe = 0.01 kept fixed.

nificantly when we relax the assumption of spatial
flatness. The exception to this statement is Ωd0 for
JDEM, which degrades by about a factor of 2 for the
case where EDE density is fixed (see Table V). This
is because for JDEM Ωd0 is most strongly constrained

by SNe measurements, which require a tight bound on
the curvature. In the joint analysis, the curvature den-
sity is constrained to 6× 10−4 of the critical density,
which is an order of magnitude stronger than solely
with the CMB temperature and lensing. The ability



Closer look: Weak Lensing tomography

Most potential to constrain dark energy: DETF 2006

Bartelmann & Narayan (1996)

B. Jain (www.hep.upenn.edu/~bjain/lensing.html)

Gravitational lensing magnifies (convergence=κ) and distorts the 
shape (shear=γ) of galaxies. In the weak lensing limit: |γ|, |κ| << 1.

 In the weak lensing regime these percent-level magnifications and 
shape distortions of galaxies need to be analyzed statistically.



Weak lensing power spectrum
Measure shear on the sky. Plot shows Fourier 
transform of correlations in shear, against 
angular scale. 

? 

Takada and Jain 2004
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FIG. 3. Redshift dependent geometric weight Wij(z) =
9
16 (ΩmH2

0 )
2H(z)χ7/2(z)ζκi (z)ζ

κ
j (z) (see text following

Eqn. 13) of CMB weak lensing (CMBL) and tomographic
low redshift weak lensing bins for a flat CDM model with
Ωe = 0.1 and w0 = −1.0. For CMB lensing and the fifth
tomographic bin we also plot the kernel for Ωe = 0. The
lensing kernel captures approximately the redshift depen-
dence of the integrand for the lensing power spectrum
(including that from the matter power spectrum). The
diminishment of the kernels for Ωe > 0 stems from the
increase of H(z) with increasing Ωe.

graphic bin is given by

ζκi (z) =
−2H−1(z)

n̄iχ(z)

∫ zi+1

max(z,zi)
dzs

X(z, zs)ρ(zs)

χ(zs)
, (5)

X(zo, zs) =
H−1

0
√

|Ωk|
Sk

(

√

|Ωk|
∫ zs

zo

dz′
H0

H(z′)

)

, (6)

where X(zo, zs) is the comoving distance to object at
redshift zs measured by observer at redshift zo, such
that χ(z) ≡ X(0, z), and Sk(x) = [sin(x), sinh(x), x]
for a [closed, open, flat] universe, respectively. We set
ζκi (z) = 0 explicitly if z > zi+1. The quantity ρ(zs)
contains the source galaxy distribution, the integral
over which is n̄i (see Sec. III A). For the lensing of the
CMB photons, we replace the galaxy source distribu-
tion with a δ-function at the last scattering surface.
The cross correlation of the respective Fourier coef-

ficients at angular multipoles l and l′ is given by

〈φ∗
i (l)φj(l

′)〉 = (2π)2δD(l− l
′)Cφφ

ij (') (7)

in the flat sky limit, which through the Limber ap-
proximation reduces to [70–72]:

Cφφ
ij (') =

∫ zmax

0
dzK(z)ζκi (z)ζ

κ
j (z)

H(z)

χ2(z)
PΦΦ (k, z) .

(8)
This projected spectrum remains the same in the all
sky formulation [69].
To find the relation between the power spectrum

of the potential (PΦΦ(k, z)) and matter perturbations
(Pδδ(k, z)) on sub-horizon scales, we use the Poisson

equation in Fourier space,

Φ(k, z) = −
3

2
Ωm

(

H0

k

)2

δ(k, z)(1 + z). (9)

Accounting for the definition of two-point correla-
tions of the potential and density fields:

〈Φ∗(k, z)Φ(k′, z)〉 = (2π)3δD(k− k
′)PΦΦ(k, z),

〈δ∗(k, z)δ(k′, z)〉 = (2π)3δD(k− k
′)Pδδ(k, z),(10)

we obtain the power spectrum of the potential in
terms of the power spectrum of density fluctuations
as

PΦΦ(k, z) =
9

4
Ω2

m(1 + z)2
(

H0

k

)4

Pδδ(k, z). (11)

Reexpressing the power spectrum of the matter as a
dimensionless quantity,

∆2
δδ(k, z) = k3Pδδ(k, z)/(2π

2), (12)

the spectrum of the convergence field, Cκκ
$ =

(1/4)'2(' + 1)2Cφφ
$ , is given by:

Cκκ
ij (') = Aκκ

$

∫ zmax

0
dzK(z)ζκi (z)ζ

κ
j (z) × (13)

(1 + z)2H(z)χ5(z)∆2
δδ

(

'+ 1/2

χ(z)
, z

)

,

where the density and scale dependent amplitude
Aκκ

$ = (9π2/8)(ΩmH2
0 )

2'2('+ 1)2 ('+ 1/2)−7, and
∆2

δδ('/χ(z), z) encapsulates the full nonlinear dark
matter power spectrum. We construct a geometric
weight Wij(z) that approximately captures the con-
tribution to the convergence power spectrum from
different redshifts for a broad range of multipoles
by removing a factor of (1 + z)2χ3/2(z) from the
integrand in Eqn 13. This results in Wij(z) =
9
16 (ΩmH2

0 )
2H(z)χ7/2(z)ζκi (z)ζ

κ
j (z). The reason this

approximation takes into account the redshift contri-
bution to the convergence power spectrum is that the
matter power spectrum ∆2

δδ(k, z) scales roughly like
k3/2 for scales O(0.1/Mpc). We plot this geometric
weight Wij(z) in Fig. 3, and this shows that most of
the contribution to low redshift weak lensing comes
from z ≈ 0.5, and in the case of CMB weak lensing
z ≈ 1.
Fig. 4 further illustrates the effect of varying the

dark energy and other parameters on the correlation
function in the third tomographic bin. The shapes are
roughly the same across the other bins. The similarity
in the shapes of the variation due to early dark energy
and sum of neutrino masses implies that there will be a
degradation in the constraints on the sum of neutrino
masses due to the addition of early dark energy.

Joudaki and Kaplinghat (2011)



Impact of DE and Neutrinos on 
distances and matter power spectrum

Dark energy increases distances between objects. 
Neutrinos cannot be disentangled from baryons 

and cdm in distance measurements (e.g. SNe).

Hollenstein 2009
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Overdensities w/ Massive Neutrinos
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Systematic uncertainties in WL

Nonlinear matter power spectrum -- DE (McDonald 2006), 
neutrinos (Saito et al 2009), baryons (Rudd 2007, Dalen 2011) 

Reduced shear (Dodelson 2005, Shapiro 2009: 1-sigma biases)

Photometric redshift uncertainties (Ma 2005, Huterer 2006)

Shear calibration errors & PSF anisotropies (Huterer et al 2006), 
Higher order correction terms to lensing integral (e.g. Born 
approx: Cooray & Hu 2004), intrinsic alignments (Hirata & Seljak 2004)

Additional information may be extracted from 
wl maps (e.g. 3pt fcn (Takada & Jain 2004))

Joint analyses may self-calibrate systematics 
(e.g., Jain & Hu 2004, Zentner et al 2007)

g = γ/(1− κ)

Spectroscopic sample 104-105 galaxies 
(Amara & Refregier 2006)

Optimism with lensing predicated on overcoming vast systematic 
uncertainties in measurement and theory. 

SN feedback, radiative heating/
cooling, star formation, AGN feedback



Agenda Part 1
Dark energy and neutrino masses: 
motivation and present constraints

Dark energy and neutrino masses from 
Distances and Matter Power Spectrum

Joint analysis including CMB, SNe, WL, 
Galaxies, including cross-correlations
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Large-Scale Structure Survey Properties

Probe fsky n̄g (arcmin−2) zpeak
√

〈γ2〉 "max No. bins

LSST 0.5 50 1.0 0.22 3000 5

JDEM 0.1 100 1.0 0.22 3000 5

LSST1000 0.5 50 1.0 0.22 1000 5

JDEM1000 0.1 100 1.0 0.22 1000 5

TABLE I. Description of the ground-based (LSST) and
space-based (JDEM) probes. The redshift bins of the
source distribution are delimited at [0.75, 1.1, 1.45, 1.95,
3.0], such that each tomographic bin contains roughly the
same number density of galaxies. The minimum angular
multipole !min = 2 (see text for more details).

We adopt {z0 = 0.5, α = 2, β = 1} [100], appropriate
for LSST [99, 103], normalized such that

∫∞
0 dz ρ(z) =

n̄g. We use the same distribution to describe our
JDEM source population [88, 101, 102] with a factor
of 2 higher n̄g value (see Table I).
The observed convergence power spectrum, identi-

cal to that of the shear [53], is contaminated by shot
noise due to the finite source density, as well as un-
certainty in the intrinsic shapes of the source galaxies,
leading to

C̃κκ
ij ($) =

√

2f−1
sky;κ

2$+ 1

(

Cκκ
ij ($) + δij

〈

γ2
〉

/n̄i

)

, (40)

which assumes that the noise is uncorrelated between
tomographic bins. Similarly, for the galaxy angular
power spectrum,

C̃gg
ij ($) =

√

2f−1
sky;g

2$+ 1

(

Cgg
ij ($) + δij/n̄i

)

. (41)

We take the intrinsic shape uncertainty of the source

galaxies to be redshift independent:
〈

γ2
〉1/2

= 0.22,
in accordance with expected results for the future
ground-based probe. For simplicity, we keep the same
source distribution and intrinsic shear uncertainty for
the surveys on ground and space, modifying only the
source density to twice that of the ground-based sur-
vey, and the width of the survey to a tenth of the
sky. Table I summarizes the characteristics of the two
surveys.
In Figure 4, we plot the power spectrum of the con-

vergence for a subset of the five tomographic bins
(with the redshift divisions listed in the caption of
Table I). We divide the power spectrum by its noise,

∆Cκκ
ij ($) =

√

(

C̃κκ
ii ($)C̃κκ

jj ($) + C̃κκ
ij ($)2

)

/2, (42)

in Figure 8. Whereas cosmic variance dominates the
error on large angular scales, the shot noise is dom-
inant on small scales. The signal to noise is consis-
tently higher for the wider LSST than it is for the
deeper JDEM. The larger width of LSST gives strong
signal to noise in particular at low-$, while the greater

i=j=2 LSST
i=j=2 JDEM
i=j=5 LSST
i=j=5 JDEM
i=2, j=5 LSST
i=2, j=5 JDEM

FIG. 8. Weak lensing signal-to-noise Cκκ
ij (!)/∆Cκκ

ij (!) for
combinations of the second and fifth tomographic bins in
the fiducial cosmology, for LSST (thick) and JDEM (thin).

depth of a JDEM-type survey makes it increasingly
competitive at high-$.
For the weak lensing surveys we analyze multipoles

between $ = 2 − 3000 in one case, and multipoles
of $ = 2 − 1000 as a second case. The cutoffs at
$ = [1000, 3000] largely avoid non-Gaussianities of the
convergence field [104–106], as well as uncertainties
from baryonic physics that increase at larger multi-
poles [107, 108]. We impose a cutoff in the matter
power spectrum for k > kmax = 10 h/Mpc, which
implies that for the smallest angular scales, $max =
[1000, 3000], distances below χ = [100, 300] Mpc/h
(or equivalently, redshifts below z " [1/30, 1/10]) are
wiped out in the calculation of the convergence spec-
trum. Thus, the cutoffs ensure that scales smaller
than k = 10 h/Mpc in the matter power spectrum
are only probed at low redshift, where the number
densities of sources approach zero.
At the other end of the spectrum, we keep all multi-

poles down to $min = 2. We incorporate perturbations
in the dark energy fluid on these scales. We use the
Limber approximation [71, 109] for all angular scales
for computational reasons. This will lead to some er-
rors in the constraints but this is not a significant
source of concern because the Limber approximation
has been shown to work better than 3% for $ > 20,
better than 5% for $ > 10, and better than 30% even
for $ > 2 (see Fig. 19 of Ref. [110]). For the galaxy
surveys we eliminate nearly all nonlinear scales in our
analysis by setting [Cgg

ij , C
gT
i , Cgκ

ij , Cgκc

i ] ($ > $max) =
0. The minimum angular scale $max is computed
via $ " kχ, where we let χ = χ (zmedian) and ap-
proximate, for the redshifts under consideration, k =

kmax (zmedian) " 0.1×(1+z3/2median/2) [111]. The cutoff
scales are listed in Table II.
In the next section (Sec. III B) we will find, as also

reported by the Dark Energy Task Force [63], weak
lensing to be strongest future probe of the underly-
ing cosmology of the universe, owing to its sensitivity
to both structure formation and the universal expan-

300 Sne for z<0.1
JDEM: 2000 SNe 0.1<z<1.7

LSST: 300,000 Sne 0.1<z<0.8
intrinsic noise: 0.1

Systematic floor α 0.01(1+z)/2.7
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Nonlinear Cutoffs in Galaxy Surveys

Bin 1 2 3 4 5

zmedian 0.38 0.93 1.3 1.7 2.5

kmax 0.11 0.14 0.17 0.21 0.29

!max 120 320 490 720 1200

TABLE II. We effectively eliminate nonlinear scales
in the constraints from galaxy surveys by setting
[Cgg

ij , C
gT
i , Cgκ

ij , Cgκc
i ] (! > !max) = 0. The minimum an-

gular scale !max is computed via ! + 1/2 = kχ, where we
let χ = χ (zmedian) and approximate, for the considered

redshifts, k = kmax (zmedian) ! 0.1× (1 + z3/2median/2) [111].

CMB Survey Properties

Experiment Channel FWHM ∆T/T × 106 ∆P/T × 106

Planck 100 10 25 40

143 7.1 16 30

217 5.0 24 49

EPIC-2m 100 8.0 0.84 1.19

150 5.0 0.81 1.15

220 3.5 1.24 1.75

TABLE III. Experimental specifications for the Planck
and mid-cost CMBPol (EPIC-2m) missions. The sky frac-
tion fsky = 0.65, and the angular multipoles extend from
!min = 2 to !max = 2000. The channel frequencies are
given in GHz, and the angular resolutions in arcminutes.

sion. However, the optimism associated with lensing
is predicated on overcoming the vast systematic un-
certainties in both measurement and in theory [46, 47,
64, 66–68, 104, 107, 108, 112–116]. These systematics
include dark energy corrections to the modeling of the
nonlinear matter power spectrum [46, 47, 116], higher
order correction terms in the lensing integral (such
as due to the Born approximation and lens-lens cou-
pling [66–68]), and uncertainties of the matter power
spectrum on nonlinear scales due to the strong in-
fluence of baryonic physics [107, 108, 114, 115, 117].
Observational systematics include photometric red-
shift uncertainties, shear calibration errors, and PSF
anisotropies [64, 112].
Furthermore, the observed ellipticities of weakly

lensed galaxies are sensitive to the reduced shear,
g = γ/(1 − κ), where γ is the shear and κ is the
convergence. In the weak lensing regime we make use
of the expansion of the reduced shear to first order in
the fields: g ≈ γ. For future lensing surveys, it has
been shown that this approximation induces a bias on
the cosmological parameters at the same order as that
of the parameter constraints [118, 119]. Our main mo-
tivation is to elucidate the degradation in constraints
due to EDE and the biases in the cosmological pa-
rameters from neglect of EDE. We therefore continue
with the above mentioned assumption of the shear as
the lensing observable.
The effects of multiplicative and additive uncer-

tainties in the convergence (e.g. from shear miscal-
ibration and PSF anisotropies, respectively) on the
measurement of dark energy are influenced by the

corresponding priors. As shown in Ref. [112] (also
see Refs. [47, 106]), the cosmological parameter con-
straints are compromised for multiplicative systemat-
ics at the 1% level, and mean additive shear system-
atics at the 10−5 level.
The situation is analogous for the uncertainty in

the photometric redshift distribution of the sources,
where the parameter constraints from lensing are ei-
ther heavily influenced (∼> 1% prior) or minimally
influenced (∼< 0.1% prior) by the photometric un-
certainties [47, 64, 112]. Fortunately, it has been
shown that a complementary spectroscopic sample of
104 − 105 galaxies efficiently protects against pho-
tometric redshift errors as well as catastrophic out-
liers [120], whereas alternative methods may even
satisfy the systematic requirements from photometry
alone [121, 122]. Thus, in this work, we will assume
that these systematic difficulties have been largely
overcome with minimal influence on the constraints by
the time the data from the considered next-generation
lensing probes are analyzed. At the same time, we
are not incorporating further statistics that can be ex-
tracted from weak lensing, such as that included in the
bispectrum [123], or utilizing the complementarity be-
tween measurements of shear and magnification [124].
We end this section with a summary of the CMB

temperature, polarization and lensing noise proper-
ties. The effective experimental noise power spec-
trum associated with the temperature and polariza-
tion fields is given by a summation over the number
of channels,

Naa(#) =

[

Nchan
∑

i=1

((

∆a

T

)

i

el(l+1)θi/16 ln 2

)−2
]−1

,(43)

where ∆a is the detector noise for a ∈ (T,E), θ de-
notes the beam FWHM, and we assume NTE(#) = 0.
The optimal noise power spectrum of a quadratic es-
timator of the convergence field is given by [125, 126]

Nκcκc(#) =

[

∑

l1l2

(CTT
l2

Fl1ll2 + CTT
l1

Fl2ll1)
2

2(CT̃ T̃
l1

+N T̃ T̃
l1

)(CT̃ T̃
l2

+N T̃ T̃
l2

)

]−1

× (l(l + 1)/2)2(2l+ 1), (44)

where T̃ denotes the lensed temperature, and

Fl1ll2 =

√

(2l1 + 1)(2l+ 1)(2l2 + 1)

4π

(

l1 l l2
0 0 0

)

×
1

2
[l(l + 1) + l2(l2 + 1)− l1(l1 + 1)], (45)

where the quantity in brackets is the Wigner-3j sym-
bol. Finally, we define

C̃ab(#) =

√

2f−1
sky;cmb

2#+ 1

(

Cab(#) + δabN
ab(#)

)

, (46)

where {a, b} ∈ {T,E,κc}. Values for the considered
CMB experiments are given in Table III. Secondary
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Nonlinear Cutoffs in Galaxy Surveys

Bin 1 2 3 4 5

zmedian 0.38 0.93 1.3 1.7 2.5

kmax 0.11 0.14 0.17 0.21 0.29

!max 120 320 490 720 1200

TABLE II. We effectively eliminate nonlinear scales
in the constraints from galaxy surveys by setting
[Cgg

ij , C
gT
i , Cgκ

ij , Cgκc
i ] (! > !max) = 0. The minimum an-

gular scale !max is computed via ! + 1/2 = kχ, where we
let χ = χ (zmedian) and approximate, for the considered

redshifts, k = kmax (zmedian) ! 0.1× (1 + z3/2median/2) [111].

CMB Survey Properties

Experiment Channel FWHM ∆T/T × 106 ∆P/T × 106

Planck 100 10 25 40

143 7.1 16 30

217 5.0 24 49

EPIC-2m 100 8.0 0.84 1.19

150 5.0 0.81 1.15

220 3.5 1.24 1.75

TABLE III. Experimental specifications for the Planck
and mid-cost CMBPol (EPIC-2m) missions. The sky frac-
tion fsky = 0.65, and the angular multipoles extend from
!min = 2 to !max = 2000. The channel frequencies are
given in GHz, and the angular resolutions in arcminutes.

sion. However, the optimism associated with lensing
is predicated on overcoming the vast systematic un-
certainties in both measurement and in theory [46, 47,
64, 66–68, 104, 107, 108, 112–116]. These systematics
include dark energy corrections to the modeling of the
nonlinear matter power spectrum [46, 47, 116], higher
order correction terms in the lensing integral (such
as due to the Born approximation and lens-lens cou-
pling [66–68]), and uncertainties of the matter power
spectrum on nonlinear scales due to the strong in-
fluence of baryonic physics [107, 108, 114, 115, 117].
Observational systematics include photometric red-
shift uncertainties, shear calibration errors, and PSF
anisotropies [64, 112].
Furthermore, the observed ellipticities of weakly

lensed galaxies are sensitive to the reduced shear,
g = γ/(1 − κ), where γ is the shear and κ is the
convergence. In the weak lensing regime we make use
of the expansion of the reduced shear to first order in
the fields: g ≈ γ. For future lensing surveys, it has
been shown that this approximation induces a bias on
the cosmological parameters at the same order as that
of the parameter constraints [118, 119]. Our main mo-
tivation is to elucidate the degradation in constraints
due to EDE and the biases in the cosmological pa-
rameters from neglect of EDE. We therefore continue
with the above mentioned assumption of the shear as
the lensing observable.
The effects of multiplicative and additive uncer-

tainties in the convergence (e.g. from shear miscal-
ibration and PSF anisotropies, respectively) on the
measurement of dark energy are influenced by the

corresponding priors. As shown in Ref. [112] (also
see Refs. [47, 106]), the cosmological parameter con-
straints are compromised for multiplicative systemat-
ics at the 1% level, and mean additive shear system-
atics at the 10−5 level.
The situation is analogous for the uncertainty in

the photometric redshift distribution of the sources,
where the parameter constraints from lensing are ei-
ther heavily influenced (∼> 1% prior) or minimally
influenced (∼< 0.1% prior) by the photometric un-
certainties [47, 64, 112]. Fortunately, it has been
shown that a complementary spectroscopic sample of
104 − 105 galaxies efficiently protects against pho-
tometric redshift errors as well as catastrophic out-
liers [120], whereas alternative methods may even
satisfy the systematic requirements from photometry
alone [121, 122]. Thus, in this work, we will assume
that these systematic difficulties have been largely
overcome with minimal influence on the constraints by
the time the data from the considered next-generation
lensing probes are analyzed. At the same time, we
are not incorporating further statistics that can be ex-
tracted from weak lensing, such as that included in the
bispectrum [123], or utilizing the complementarity be-
tween measurements of shear and magnification [124].
We end this section with a summary of the CMB

temperature, polarization and lensing noise proper-
ties. The effective experimental noise power spec-
trum associated with the temperature and polariza-
tion fields is given by a summation over the number
of channels,

Naa(#) =

[

Nchan
∑

i=1

((

∆a

T

)

i

el(l+1)θi/16 ln 2

)−2
]−1

,(43)

where ∆a is the detector noise for a ∈ (T,E), θ de-
notes the beam FWHM, and we assume NTE(#) = 0.
The optimal noise power spectrum of a quadratic es-
timator of the convergence field is given by [125, 126]

Nκcκc(#) =

[

∑

l1l2

(CTT
l2

Fl1ll2 + CTT
l1

Fl2ll1)
2

2(CT̃ T̃
l1

+N T̃ T̃
l1

)(CT̃ T̃
l2

+N T̃ T̃
l2

)

]−1

× (l(l + 1)/2)2(2l+ 1), (44)

where T̃ denotes the lensed temperature, and

Fl1ll2 =

√

(2l1 + 1)(2l+ 1)(2l2 + 1)

4π

(

l1 l l2
0 0 0

)

×
1

2
[l(l + 1) + l2(l2 + 1)− l1(l1 + 1)], (45)

where the quantity in brackets is the Wigner-3j sym-
bol. Finally, we define

C̃ab(#) =

√

2f−1
sky;cmb

2#+ 1

(

Cab(#) + δabN
ab(#)

)

, (46)

where {a, b} ∈ {T,E,κc}. Values for the considered
CMB experiments are given in Table III. Secondary
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non-Gaussianities in the covariance from the trispec-
trum (due to weak lensing, the ISW effect, and the
SZ effect) have been shown to degrade the Planck
and EPIC parameter constraints by 20% and 30%
[127, 129] respectively; however, their full account lies
beyond the scope of this work.

B. Comprehensive Parameter Forecasts

In previous sections we explored the qualitative in-
fluence of EDE on the lensing, galaxy, supernova, and
CMB observables, via its impact on the expansion rate
and matter power spectrum. We now examine how
these corrections quantitatively affect the combined
constraints of the dark energy. To this end, we utilize
a Fisher matrix formalism [72, 130]:
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αβ =

∑

#
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#
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where the decoupled SN fisher matrix is defined in
Eqn. 34, and for the combined observational analysis
the symmetric matrix
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such that {κ} consists of the spectra from five tomo-
graphic bins (κ1,κ2,κ3,κ4,κ5) and {g} consists of the
spectra from five tomographic bins (g1, g2, g3, g4, g5).

C{κ}{κ}
# , C{g}{g}

# , C{κ}{g}
# are therefore 5× 5 subma-

trices, and C{κ}κc

# , C{κ}T
# , C{g}κc

# , C{g}T
# are 5 × 1

submatrices. For the terms in Eqn. 47 we carry out
two-sided numerical derivatives with steps of 2% in
most parameter values. We have confirmed the ro-
bustness of our results to other choices of step size.
In Tables IV-X, we illustrate prospective constraints

from Planck/EPIC CMB temperature (T ), E-mode
polarization (E), lensing (κc), LSST/JDEM weak
lensing tomography (κ), galaxy tomography (g), SNe
(s), and their combined impact (including all relevant
cross-correlations shown in Eqn. 48) on the 12 consid-
ered cosmological parameters (Ωd0, Ωe, Ωch2, Ωbh2,
Ωk,

∑

mν , Neff , w0, ns, dns/d lnk, ∆2
R, τ).

The contents of our tables are as follows: In Ta-
ble IV and Table V we consider only a flat universe,
with curvature always considered in the other tables.
These tables present the separate constraints on the
underlying cosmology obtained from the CMB, lens-
ing tomography, galaxy tomography, and SNe, along
with the synergies attained from a combined analysis
of these probes. Table V differs from Table IV in that
it fixes the early dark energy density. Table VI differs

from Table IV in that it allows for variation in curva-
ture. In Table X, we present results where the CMB
constraints are derived from a future experiment like
the proposed 2m EPIC [97, 98] (compare to Table VI).
Table VII differs from Table VI in its neglect of SNe
measurements. Lastly, Table IX differs from Table VI
in that we neglect cross-correlations between the ob-
servables (i.e. neglecting all correlations between T ,
E, κc, κ, g, except for tomographic cross-correlations
within κ).
We now explore each of these tables in greater de-

tail. Table IV shows us that the dominant constraint
on the fraction of dark energy at early times is drawn
from the CMB (in particular TT and to some extent
Tκc) due to its deep redshift information. At a value
of σ(Ωe) = 8.6 × 10−3 (Table IV), the Planck CMB
temperature and polarization constraint is within a
percent of the critical density. In general, EDE is
best constrained by the CMB, followed by weak lens-
ing tomography, galaxy tomography and SNe in that
order. For comparison, the low-redshift lensing con-
straint from LSST on Ωe is a factor of four (factor of
six for JDEM) weaker than from the CMB. If we im-
pose a nonlinear cutoff to the convergence spectra at
!max = 1000, the situation becomes more dire, as the
LSST and JDEM lensing constraints become worse by
another factor of three. Similarly, the galaxy tomog-
raphy constraint from LSST on Ωe is a factor of five
(factor of nine for JDEM) weaker than the CMB con-
straint, and the LSST SN constraint is a factor of 70
weaker (factor of 30 for JDEM) than the CMB.
Nevertheless, once the six observables (T , E, κc, κ,

g, s) and all relevant cross-correlations (see Eqns. 47-
48) from Planck (or EPIC) and LSST (or JDEM) are
analyzed in a combined setting, the constraint on Ωe

improves by a factor of four over the CMB constraint.
The combined constraints are equally strong regard-
less of the choice of LSST or JDEM for the non-CMB
observations (κ, g, s). For a JDEM-like experiment,
the cross-correlations improve the Ωe constraints by a
factor of about 2.
As expected, we find the late-redshift parameters

more strongly constrained by the non-CMB probes.
For example, in a universe where we allow for the ex-
istence of early dark energy, the LSST weak lensing
constraints on the present DE density (Ωd0) and EOS
(w0) of 1% and 6% are much better than the con-
straints obtained from just CMB lensed data of about
7% and 20% on present DE density and EOS (Table
IV). Galaxy tomography measurements with LSST
constrain Ωd0 and w0 to 5% and 10%, respectively,
whereas the strongest SN constraints are derived from
JDEM, at 10% and 5% for Ωd0 and w0 respectively.
When we combine the probes of lensing and galaxy to-
mography, SNe, and CMB, the parameter constraints
improve by a factor of seven in w0 and factor of four
in Ωd0 compared to the constraints from the strongest
single probe, here weak lensing from LSST.
The results of the joint analysis don’t change sig-

Fisher (1935); Tegmark et al (1997); Dodelson (2003)

How accurately can we estimate model 
parameters from given data set? 

Basic building block: likelihood function, defined as probability 
that given experiment would get the data it did given a theory.
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non-Gaussianities in the covariance from the trispec-
trum (due to weak lensing, the ISW effect, and the
SZ effect) have been shown to degrade the Planck
and EPIC parameter constraints by 20% and 30%
[127, 129] respectively; however, their full account lies
beyond the scope of this work.

B. Comprehensive Parameter Forecasts

In previous sections we explored the qualitative in-
fluence of EDE on the lensing, galaxy, supernova, and
CMB observables, via its impact on the expansion rate
and matter power spectrum. We now examine how
these corrections quantitatively affect the combined
constraints of the dark energy. To this end, we utilize
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such that {κ} consists of the spectra from five tomo-
graphic bins (κ1,κ2,κ3,κ4,κ5) and {g} consists of the
spectra from five tomographic bins (g1, g2, g3, g4, g5).

C{κ}{κ}
# , C{g}{g}

# , C{κ}{g}
# are therefore 5× 5 subma-

trices, and C{κ}κc

# , C{κ}T
# , C{g}κc

# , C{g}T
# are 5 × 1

submatrices. For the terms in Eqn. 47 we carry out
two-sided numerical derivatives with steps of 2% in
most parameter values. We have confirmed the ro-
bustness of our results to other choices of step size.
In Tables IV-X, we illustrate prospective constraints

from Planck/EPIC CMB temperature (T ), E-mode
polarization (E), lensing (κc), LSST/JDEM weak
lensing tomography (κ), galaxy tomography (g), SNe
(s), and their combined impact (including all relevant
cross-correlations shown in Eqn. 48) on the 12 consid-
ered cosmological parameters (Ωd0, Ωe, Ωch2, Ωbh2,
Ωk,
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mν , Neff , w0, ns, dns/d lnk, ∆2
R, τ).

The contents of our tables are as follows: In Ta-
ble IV and Table V we consider only a flat universe,
with curvature always considered in the other tables.
These tables present the separate constraints on the
underlying cosmology obtained from the CMB, lens-
ing tomography, galaxy tomography, and SNe, along
with the synergies attained from a combined analysis
of these probes. Table V differs from Table IV in that
it fixes the early dark energy density. Table VI differs

from Table IV in that it allows for variation in curva-
ture. In Table X, we present results where the CMB
constraints are derived from a future experiment like
the proposed 2m EPIC [97, 98] (compare to Table VI).
Table VII differs from Table VI in its neglect of SNe
measurements. Lastly, Table IX differs from Table VI
in that we neglect cross-correlations between the ob-
servables (i.e. neglecting all correlations between T ,
E, κc, κ, g, except for tomographic cross-correlations
within κ).
We now explore each of these tables in greater de-

tail. Table IV shows us that the dominant constraint
on the fraction of dark energy at early times is drawn
from the CMB (in particular TT and to some extent
Tκc) due to its deep redshift information. At a value
of σ(Ωe) = 8.6 × 10−3 (Table IV), the Planck CMB
temperature and polarization constraint is within a
percent of the critical density. In general, EDE is
best constrained by the CMB, followed by weak lens-
ing tomography, galaxy tomography and SNe in that
order. For comparison, the low-redshift lensing con-
straint from LSST on Ωe is a factor of four (factor of
six for JDEM) weaker than from the CMB. If we im-
pose a nonlinear cutoff to the convergence spectra at
!max = 1000, the situation becomes more dire, as the
LSST and JDEM lensing constraints become worse by
another factor of three. Similarly, the galaxy tomog-
raphy constraint from LSST on Ωe is a factor of five
(factor of nine for JDEM) weaker than the CMB con-
straint, and the LSST SN constraint is a factor of 70
weaker (factor of 30 for JDEM) than the CMB.
Nevertheless, once the six observables (T , E, κc, κ,

g, s) and all relevant cross-correlations (see Eqns. 47-
48) from Planck (or EPIC) and LSST (or JDEM) are
analyzed in a combined setting, the constraint on Ωe

improves by a factor of four over the CMB constraint.
The combined constraints are equally strong regard-
less of the choice of LSST or JDEM for the non-CMB
observations (κ, g, s). For a JDEM-like experiment,
the cross-correlations improve the Ωe constraints by a
factor of about 2.
As expected, we find the late-redshift parameters

more strongly constrained by the non-CMB probes.
For example, in a universe where we allow for the ex-
istence of early dark energy, the LSST weak lensing
constraints on the present DE density (Ωd0) and EOS
(w0) of 1% and 6% are much better than the con-
straints obtained from just CMB lensed data of about
7% and 20% on present DE density and EOS (Table
IV). Galaxy tomography measurements with LSST
constrain Ωd0 and w0 to 5% and 10%, respectively,
whereas the strongest SN constraints are derived from
JDEM, at 10% and 5% for Ωd0 and w0 respectively.
When we combine the probes of lensing and galaxy to-
mography, SNe, and CMB, the parameter constraints
improve by a factor of seven in w0 and factor of four
in Ωd0 compared to the constraints from the strongest
single probe, here weak lensing from LSST.
The results of the joint analysis don’t change sig-
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non-Gaussianities in the covariance from the trispec-
trum (due to weak lensing, the ISW effect, and the
SZ effect) have been shown to degrade the Planck
and EPIC parameter constraints by 20% and 30%
[127, 129] respectively; however, their full account lies
beyond the scope of this work.

B. Comprehensive Parameter Forecasts

In previous sections we explored the qualitative in-
fluence of EDE on the lensing, galaxy, supernova, and
CMB observables, via its impact on the expansion rate
and matter power spectrum. We now examine how
these corrections quantitatively affect the combined
constraints of the dark energy. To this end, we utilize
a Fisher matrix formalism [72, 130]:
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such that {κ} consists of the spectra from five tomo-
graphic bins (κ1,κ2,κ3,κ4,κ5) and {g} consists of the
spectra from five tomographic bins (g1, g2, g3, g4, g5).
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# are therefore 5× 5 subma-

trices, and C{κ}κc

# , C{κ}T
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# , C{g}T
# are 5 × 1

submatrices. For the terms in Eqn. 47 we carry out
two-sided numerical derivatives with steps of 2% in
most parameter values. We have confirmed the ro-
bustness of our results to other choices of step size.
In Tables IV-X, we illustrate prospective constraints

from Planck/EPIC CMB temperature (T ), E-mode
polarization (E), lensing (κc), LSST/JDEM weak
lensing tomography (κ), galaxy tomography (g), SNe
(s), and their combined impact (including all relevant
cross-correlations shown in Eqn. 48) on the 12 consid-
ered cosmological parameters (Ωd0, Ωe, Ωch2, Ωbh2,
Ωk,

∑

mν , Neff , w0, ns, dns/d lnk, ∆2
R, τ).

The contents of our tables are as follows: In Ta-
ble IV and Table V we consider only a flat universe,
with curvature always considered in the other tables.
These tables present the separate constraints on the
underlying cosmology obtained from the CMB, lens-
ing tomography, galaxy tomography, and SNe, along
with the synergies attained from a combined analysis
of these probes. Table V differs from Table IV in that
it fixes the early dark energy density. Table VI differs

from Table IV in that it allows for variation in curva-
ture. In Table X, we present results where the CMB
constraints are derived from a future experiment like
the proposed 2m EPIC [97, 98] (compare to Table VI).
Table VII differs from Table VI in its neglect of SNe
measurements. Lastly, Table IX differs from Table VI
in that we neglect cross-correlations between the ob-
servables (i.e. neglecting all correlations between T ,
E, κc, κ, g, except for tomographic cross-correlations
within κ).
We now explore each of these tables in greater de-

tail. Table IV shows us that the dominant constraint
on the fraction of dark energy at early times is drawn
from the CMB (in particular TT and to some extent
Tκc) due to its deep redshift information. At a value
of σ(Ωe) = 8.6 × 10−3 (Table IV), the Planck CMB
temperature and polarization constraint is within a
percent of the critical density. In general, EDE is
best constrained by the CMB, followed by weak lens-
ing tomography, galaxy tomography and SNe in that
order. For comparison, the low-redshift lensing con-
straint from LSST on Ωe is a factor of four (factor of
six for JDEM) weaker than from the CMB. If we im-
pose a nonlinear cutoff to the convergence spectra at
!max = 1000, the situation becomes more dire, as the
LSST and JDEM lensing constraints become worse by
another factor of three. Similarly, the galaxy tomog-
raphy constraint from LSST on Ωe is a factor of five
(factor of nine for JDEM) weaker than the CMB con-
straint, and the LSST SN constraint is a factor of 70
weaker (factor of 30 for JDEM) than the CMB.
Nevertheless, once the six observables (T , E, κc, κ,

g, s) and all relevant cross-correlations (see Eqns. 47-
48) from Planck (or EPIC) and LSST (or JDEM) are
analyzed in a combined setting, the constraint on Ωe

improves by a factor of four over the CMB constraint.
The combined constraints are equally strong regard-
less of the choice of LSST or JDEM for the non-CMB
observations (κ, g, s). For a JDEM-like experiment,
the cross-correlations improve the Ωe constraints by a
factor of about 2.
As expected, we find the late-redshift parameters

more strongly constrained by the non-CMB probes.
For example, in a universe where we allow for the ex-
istence of early dark energy, the LSST weak lensing
constraints on the present DE density (Ωd0) and EOS
(w0) of 1% and 6% are much better than the con-
straints obtained from just CMB lensed data of about
7% and 20% on present DE density and EOS (Table
IV). Galaxy tomography measurements with LSST
constrain Ωd0 and w0 to 5% and 10%, respectively,
whereas the strongest SN constraints are derived from
JDEM, at 10% and 5% for Ωd0 and w0 respectively.
When we combine the probes of lensing and galaxy to-
mography, SNe, and CMB, the parameter constraints
improve by a factor of seven in w0 and factor of four
in Ωd0 compared to the constraints from the strongest
single probe, here weak lensing from LSST.
The results of the joint analysis don’t change sig-
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Joint analysis: Early dark energy
Dominant constraint from CMB: within 1% from 
Planck

Constraint improves by factor 4 in joint analysis 
(all probes + all cross-corrs)

Late-time DE degraded by additional DOF from 
EDE: 0.002 in density and 1% in eos. Factors 2 and 
3 worse than w/ EDE fixed.

Throwing out nonlinear scales (l>1000) may not 
result in significant degradation. Including 
cross-corrs improves DE density and sum of 
neutrino masses by factor of 2.

Even modest 1% EDE, if not accounted for, may 
shift DE estimates by 1 - 2 sigma.



Joint analysis: Massive Neutrinos
Dominant constraint from CMB lensing:  0.2 EV 
from Planck

Constraint improves by factor 5 in joint analysis 
with Planck

The joint constraints improve by factor <2 when 
EDE is not allowed to vary.

These constraints unaffected by our ignorance 
of curvature, which can be constrained to 6 x 10-3 
by CMB T+lensing alone, and improved by order of 
magnitude in the joint analysis.

Even modest 1% EDE, if not accounted for, may 
shift estimates of neutrino mass sum and number 
by 20-40%.



Epic-2m

Proposed future CMB mission. With up to 40% 
increased resolution and factor of 30 lower 
noise in an individual band than Planck, the 
epic-2m survey shows improved CMB constraints 
across the board.

Sum of neutrino masses and dark energy 
constraints improved by factor >2 from cmb 
temperature+lensing compared to Planck. 

Joint analysis constraints also show substantial 
gains compared to Planck - about 30% in DE, 40% 
in sum of neutrino masses, and up to factor 2 in 
other parameters.
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Large-Scale Structure Survey Properties

Probe fsky n̄g (arcmin−2) zpeak
√

〈γ2〉 "max No. bins

LSST 0.5 50 1.0 0.22 3000 5

JDEM 0.1 100 1.0 0.22 3000 5

LSST1000 0.5 50 1.0 0.22 1000 5

JDEM1000 0.1 100 1.0 0.22 1000 5

TABLE I. Description of the ground-based (LSST) and
space-based (JDEM) probes. The redshift bins of the
source distribution are delimited at [0.75, 1.1, 1.45, 1.95,
3.0], such that each tomographic bin contains roughly the
same number density of galaxies. The minimum angular
multipole !min = 2 (see text for more details).

We adopt {z0 = 0.5, α = 2, β = 1} [100], appropriate
for LSST [99, 103], normalized such that

∫∞
0 dz ρ(z) =

n̄g. We use the same distribution to describe our
JDEM source population [88, 101, 102] with a factor
of 2 higher n̄g value (see Table I).
The observed convergence power spectrum, identi-

cal to that of the shear [53], is contaminated by shot
noise due to the finite source density, as well as un-
certainty in the intrinsic shapes of the source galaxies,
leading to

C̃κκ
ij ($) =

√

2f−1
sky;κ

2$+ 1

(

Cκκ
ij ($) + δij

〈

γ2
〉

/n̄i

)

, (40)

which assumes that the noise is uncorrelated between
tomographic bins. Similarly, for the galaxy angular
power spectrum,

C̃gg
ij ($) =

√

2f−1
sky;g

2$+ 1

(

Cgg
ij ($) + δij/n̄i

)

. (41)

We take the intrinsic shape uncertainty of the source

galaxies to be redshift independent:
〈

γ2
〉1/2

= 0.22,
in accordance with expected results for the future
ground-based probe. For simplicity, we keep the same
source distribution and intrinsic shear uncertainty for
the surveys on ground and space, modifying only the
source density to twice that of the ground-based sur-
vey, and the width of the survey to a tenth of the
sky. Table I summarizes the characteristics of the two
surveys.
In Figure 4, we plot the power spectrum of the con-

vergence for a subset of the five tomographic bins
(with the redshift divisions listed in the caption of
Table I). We divide the power spectrum by its noise,

∆Cκκ
ij ($) =

√

(

C̃κκ
ii ($)C̃κκ

jj ($) + C̃κκ
ij ($)2

)

/2, (42)

in Figure 8. Whereas cosmic variance dominates the
error on large angular scales, the shot noise is dom-
inant on small scales. The signal to noise is consis-
tently higher for the wider LSST than it is for the
deeper JDEM. The larger width of LSST gives strong
signal to noise in particular at low-$, while the greater

i=j=2 LSST
i=j=2 JDEM
i=j=5 LSST
i=j=5 JDEM
i=2, j=5 LSST
i=2, j=5 JDEM

FIG. 8. Weak lensing signal-to-noise Cκκ
ij (!)/∆Cκκ

ij (!) for
combinations of the second and fifth tomographic bins in
the fiducial cosmology, for LSST (thick) and JDEM (thin).

depth of a JDEM-type survey makes it increasingly
competitive at high-$.
For the weak lensing surveys we analyze multipoles

between $ = 2 − 3000 in one case, and multipoles
of $ = 2 − 1000 as a second case. The cutoffs at
$ = [1000, 3000] largely avoid non-Gaussianities of the
convergence field [104–106], as well as uncertainties
from baryonic physics that increase at larger multi-
poles [107, 108]. We impose a cutoff in the matter
power spectrum for k > kmax = 10 h/Mpc, which
implies that for the smallest angular scales, $max =
[1000, 3000], distances below χ = [100, 300] Mpc/h
(or equivalently, redshifts below z " [1/30, 1/10]) are
wiped out in the calculation of the convergence spec-
trum. Thus, the cutoffs ensure that scales smaller
than k = 10 h/Mpc in the matter power spectrum
are only probed at low redshift, where the number
densities of sources approach zero.
At the other end of the spectrum, we keep all multi-

poles down to $min = 2. We incorporate perturbations
in the dark energy fluid on these scales. We use the
Limber approximation [71, 109] for all angular scales
for computational reasons. This will lead to some er-
rors in the constraints but this is not a significant
source of concern because the Limber approximation
has been shown to work better than 3% for $ > 20,
better than 5% for $ > 10, and better than 30% even
for $ > 2 (see Fig. 19 of Ref. [110]). For the galaxy
surveys we eliminate nearly all nonlinear scales in our
analysis by setting [Cgg

ij , C
gT
i , Cgκ

ij , Cgκc

i ] ($ > $max) =
0. The minimum angular scale $max is computed
via $ " kχ, where we let χ = χ (zmedian) and ap-
proximate, for the redshifts under consideration, k =

kmax (zmedian) " 0.1×(1+z3/2median/2) [111]. The cutoff
scales are listed in Table II.
In the next section (Sec. III B) we will find, as also

reported by the Dark Energy Task Force [63], weak
lensing to be strongest future probe of the underly-
ing cosmology of the universe, owing to its sensitivity
to both structure formation and the universal expan-

LSST better at weak lensing, while 
JDEM better at SNe. Combined 

constraints effectively the same.



How many DE EOS parameters (no ede)?

For exploring physics behind acceleration, 
crucial question is how much can we learn about 
dynamics through next-generation experiments.

Linder & Huterer (2005): 2 at <10%
(cmb+sne+wl)

Sarkar, SJ, et al (2007): 4 at 5-10% 
(cmb+sne+bao)

Joudaki & Kaplinghat (2011): 1 at 0.3% 
or 10 at 1% (cmb+sne+galaxies+wl
+cross-correlations). Including 

neutrino mass and curvature.



How many neutrinos?

WMAP7+ACT+BAO+HST: Neff = 4.56 +/- 0.75

Present Data

However, we know neutrinos have mass. Moreover, 
including constant w, running, curvature:

Dunkley et al (2011)

WMAP7+ACT+BAO+HST: Neff = 3.84 +/- 1.09
Joudaki & Kaplinghat (in prep)

Future Data

15

FIG. 9. Parameter degeneracies with early dark energy density (Ωe) in a flat universe (also see Table IV) for Planck
measurements of temperature and CMB lensing spectra [TT, EE, TE, κcκc, κcT] (dot-dashed, black), LSST measure-
ments of tomographic weak lensing spectra [κκ] (dotted, blue), tomographic galaxy spectra [gg] (dashed, turquoise).
Constraints from SN distances are too weak to be visible in this region of parameter space. The error ellipse from the
combination of all these probes (including SNe) incorporating all cross-correlations (see Eqn. 48) is shown as the (solid,
red) curve.

CMB:
Neff = +/- 0.28

ALL:
Neff = +/- 0.09

Includes neutrino mass, 
EDE, curvature, etc Joudaki and  

Kaplinghat (2011)



Neutrino mass forecasts

Joudaki and Kaplinghat (2011)
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Conclusions and Notes
Present data is consistent with a cosmological 
constant, albeit with large error bars.

Cosmology can constrain dark energy at both high 
and low redshift to part in thousand level precision. 

not accounting for DE at high redshift may bias low 
redshift dark energy constraints by 1-2 sigma.

Present data suggest sum of neutrino masses less 
than about 1 eV. 

Cosmology can probe sum of neutrino masses down to 
an exquisite 0.04 eV even when allowing for non-flat 
geometry and unknown high redshift universe. 
Complementarity with laboratory experiments will be 
very interesting.
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Primordial non-Gaussianity is a crucial test of inflationary cosmology. We consider the impact
of non-Gaussianity on the ionization power spectrum from 21 cm emission at the epoch of reion-
ization. We focus on the power spectrum on large scales at redshifts of 7 to 8 and explore the
expected constraint on the local non-Gaussianity parameter fNL for current and next-generation 21
cm experiments. We show that experiments such as SKA and MWA could measure fNL values of
order 10. This can be improved by an order of magnitude with a fast-Fourier transform telescope
like Omniscope.

Introduction . An inflationary epoch in the early
universe [1, 2] has been established as a solution to
the cosmological horizon and flatness problems over
the past three decades, most recently through high-
precision measurements of the cosmic microwave back-
ground (CMB) by the Wilkinson Microwave Anisotropy
Probe (WMAP) [3]. The inflationary hypothesis predicts
an epoch of exponential growth lasting at least 60 e-folds
resulting in almost Gaussian scale-invariant density per-
turbations [4].

A powerful mechanism to distinguish between infla-
tion models is the amplitude and scale dependence of
mild non-Gaussianity in perturbations of the primordial
density field. Canonical single field inflation models pre-
dict primordial non-Gaussianity (bispectrum) of the local
form |fNL| ! 1 [5, 6], while evolution after inflation gen-
erates non-local bispectrum with effective fNL = O(1)
[7–9]. The best current constraints of ±25 on local
fNL [10, 11] are from WMAP data. A future measure-
ment of fNL = O(1) could reveal the existence of physics
beyond the standard single field slow-roll inflationary sce-
nario.

We show that radio interferometric probes [12–15] of
21 cm emission from spin-flip transitions of neutral hy-
drogen at the epoch of reionization (EoR) [16] can result
in constraints on fNL at the same level as Planck [17],
and less than unity in the most optimistic experimental
proposal. Previous studies have explored primordial non-
Gaussianity in the bispectrum of ideal 21 cm experiments
prior to the EoR [18, 19]. In this work, we consider scale
dependent bias in the power spectrum of ionized hydro-
gen resulting from departures from Gaussian initial con-
ditions [20, 21]. Our constraints from 21 cm emission do
not require an ionization-clean cosmology, i.e., a priori
knowledge of the spectrum of fluctuations in the ionized
fraction.

The rest of the letter is arranged as follows. We first

quantify the influence of non-Gaussianity of the local
form on the 21 cm power spectrum, and then test this
via numerical simulations of the ionization distribution.
We review the assumed noise properties of LOFAR [12],
MWA [14], SKA [13], and Omniscope [15], and forecast
constraints on fNL based on a Fisher matrix analysis. For
these forecasts, we fix the parameters of our fiducial flat
ΛCDM model to agree with WMAP7 [22].

Effect of Non-Gaussianity on the 21 cm Power
Spectrum . We decompose the 21 cm power spectrum
at redshift z in terms of its angular dependence [23], given
by µ = k̂ · n̂ = cos(θ), where θ is the angle between
wavevector k and line of sight (LOS) vector n:

P∆T (k, z) = Pδδ(k, z)− 2Pxδ(k, z) + Pxx(k, z)

+2 [Pδδ(k, z)− Pxδ(k, z)]µ
2 + Pδδ(k, z)µ

4. (1)

We define Pδδ ≡ T̃ 2
b x̄

2
HPδδ [24], where Pδδ is the lin-

ear matter power spectrum, numerically obtained from
a modified version of CAMB [25], x̄H is the mean neu-
tral fraction of hydrogen such that the ionized fraction
x̄i ≡ 1 − x̄H, and T̃b(z = 7.5) $ 0.026 K is the spatially
averaged brightness temperature. We consider only large
enough scales (k < 0.15/Mpc) such that the ionization
power spectrum Pxx $ b2xPδδ and the ionization-density
cross spectrum Pxδ $ bxPδδ, where bx is the bias of ion-
ized regions. Our numerical simulations in Fig. 1 show
that this is an excellent approximation.
We define u as the Fourier dual of Θ ≡ θiêi + θj êj +

∆f êk, where θi and θj encode the angular location on
the 2D sky, and ∆f measures the difference in frequency.
The 21 cm power spectrum is extended to u-space in
which measurements are made:

P∆T (u, z) = P∆T (k, z)/
(

χ2(z)y(z)
)

, (2)

where χ(z) is the comoving distance to a given redshift,
y(z) = λ21(1 + z)2/H(z) translates between intervals in
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Inflation

reality, inflation ends at some finite time, and the approximation (60) although valid at early times,

breaks down near the end of inflation. So the surface τ = 0 is not the Big Bang, but the end of

inflation. The initial singularity has been pushed back arbitrarily far in conformal time τ � 0, and

light cones can extend through the apparent Big Bang so that apparently disconnected points are

in causal contact. In other words, because of inflation, ‘there was more (conformal) time before

recombination than we thought’. This is summarized in the conformal diagram in Figure 9.

6 The Physics of Inflation

Inflation is a very unfamiliar physical phenomenon: within a fraction a second the universe grew

exponential at an accelerating rate. In Einstein gravity this requires a negative pressure source or

equivalently a nearly constant energy density. In this section we describe the physical conditions

under which this can arise.

6.1 Scalar Field Dynamics

reheating

Figure 10: Example of an inflaton potential. Acceleration occurs when the potential energy of

the field, V (φ), dominates over its kinetic energy,
1

2
φ̇2

. Inflation ends at φend when the

kinetic energy has grown to become comparable to the potential energy,
1

2
φ̇2 ≈ V . CMB

fluctuations are created by quantum fluctuations δφ about 60 e-folds before the end of

inflation. At reheating, the energy density of the inflaton is converted into radiation.

The simplest models of inflation involve a single scalar field φ, the inflaton. Here, we don’t

specify the physical nature of the field φ, but simply use it as an order parameter (or clock) to

parameterize the time-evolution of the inflationary energy density. The dynamics of a scalar field

(minimally) coupled to gravity is governed by the action

S =

�
d

4x
√
−g

�
1

2
R +

1

2
gµν∂µφ ∂νφ− V (φ)

�
= SEH + Sφ . (61)

The action (61) is the sum of the gravitational Einstein-Hilbert action, SEH, and the action of a

scalar field with canonical kinetic term, Sφ. The potential V (φ) describes the self-interactions of the

31
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Scale-dependent bias from primordial NG
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FIG. 1. Ionization power spectra with non-Gaussianity
of the local form from numerical simulations. We show
fNL = (0, 20, 100) (dot-dashed, dashed, solid) for efficiency
ζ = (5.8, 3.0) (thin black, thick red) at z = 7.5, where
x̄H = (0.50, 0.75). For fNL = 100 cases, sample variance from
simulations is in form of green bands about the mean, and
analytical fits corresponding to δ̄B = 1 are in dotted lines.

frequency and distance, and λ21 = λ(z)/(1+z) = 0.21 m.
We convert between u and k spaces via u⊥ = χ(z)k⊥ =
2πL/λ(z), where L is the baseline, and u‖ = y(z)k‖.
Given non-Gaussianity of the local form, Bardeen’s

gauge invariant potential field Φ is related to a pure gaus-
sian random field φ at nonlinear order [7, 26]:

ΦNG(x) = φ(x) + fNL

(

φ2(x)− 〈φ2〉
)

. (3)

In the high-peaks formalism fNL influences biased tracers
of the underlying matter distribution as a scale depen-
dent correction to the large scale bias [20, 21]. This enters
as Pxδ/Pδδ = bx +∆bx, Pxx/Pδδ = (bx +∆bx)2, with

∆bx(k, z) = 3(bx − 1)fNLΩmH2
0 δ̄B/

(

D(z)k2T (k)
)

, (4)

where H0 is the Hubble constant, Ωm is the present den-
sity parameter of matter, D(z) is the linear growth func-
tion of density perturbations, and T (k) is the transfer
function relating present and primordial power spectra.
The quantity δ̄B is the average critical collapse density of
HII regions [27]. We leave the bias bx as a free parameter,
although bx, δB, and x̄H would all be related in a given

FIG. 2. Number density of baselines for LOFAR (solid), SKA
(dotted), MWA (dashed), and Omniscope (dot-dashed).

Experiment Nant Lmin (m) FOV (deg2) Ae(m2)
LOFAR 32 100 2× π2.42 590
MWA 500 4.0 π162 13
SKA 1400 10 π8.62 45
Omniscope 106 1.0 2.1× 104 1.0

TABLE I. Experimental specifications for the telescopes. The
antenna number only account for those inside the nucleus and
core (e.g. for SKA we use 1400 of a total 7000 antennae).
The system temperature Tsys = 390 K, bandwidth is 6 MHz,
observation time is 4000 hours, and effective area at z = 7.5.

model of reionization. The scale-dependence of the bias
in ∆bx is clearly evident in the ionization spectra from
our simulations in Fig. 1. We find that δ̄B ∼ 1 fits the
large-scale fNL induced rise to the ionization spectrum.

Numerical Simulations with Non-Gaussian Ini-
tial Conditions. We perform simulations of the ion-
ization distribution during the EoR for fNL = (0, 20, 100)
and ionization efficiency ζ = (3.0, 5.8), in a box of co-
moving length 3000 Mpc, with a modified version of
SimFast21 [28, 29]. The initial matter density field is
computed from the Poisson equation with non-Gaussian
gravitational potential ΦNG(k). We show the spectra
from these simulations in Fig 1, from which δ̄B ∼ 1.
We compare this result to the theoretical prediction.

The critical density for collapse of an ionized region of
mass m is obtained from the collapse fraction fcoll [27]:

δB(m, z) = δc −K(ζ)
√

2 (σ2(mmin, z)− σ2(m, z)), (5)

where δc ≈ 1.68 is the critical collapse density of mat-
ter, σ2(m, z) is the variance of the density fluctuations,
and mmin corresponds to a virial temperature of 104 K.
Moreover, K(ζ) = erf−1(1 − ζ−1), where ζ = mion/mgal

is the ionization efficiency [27]. We evaluate δ̄B as an
average over the fraction of space filled by HII bubbles
as in Ref. [27]. Given this prescription, we find δ̄B = 1.1
(less than δc as ζ > 1), matching the simulation results
well. This becomes δ̄B = 1.2 if we only average over the
mass function. For simplicity, we fix δ̄B = 1.
As noted earlier, the bias bx, collapse threshold δB, and

x̄H are expected to be interrelated in a given reionization
scenario. This is evident in Fig. 1, where we see that a
factor of 2 change in ζ changes the bias by about 15%.
This change is subdominant to the impact of x̄H (linear
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cal simulations to estimate the effect of NG on the abun-
dance and clustering of virialized objects. Because N-
body simulations can be expensive and there is a wide NG
parameter space, we also strive to make our results use-
ful to a cosmologist who is not necessarily equipped with
the machinery or patience to run simulations or evaluate
difficult analytic expressions. To this end, we provide a
simple, physically motivated fitting formula for the halo
mass function and halo bias, which we calibrate to our
N-body simulations.

Our main results are that the mass function and corre-
lation function of massive halos can be significantly mod-
ified by primordial nongaussianity. We find a somewhat
weaker effect of NG on the mass function than previous
analytic estimates. We also show analytically and numer-
ically that NG strongly affects the clustering of rare ob-
jects on large scales, implying that measurements of the
large-scale power spectrum can place stringent bounds
on NG.

The plan of the paper is as follows. In Section II we
derive analytic expressions for the abundance and clus-
tering of rare peaks. In Section III we describe our N-
body simulations, followed in Section IV by a discussion
of our measured halo mass function, and our fitting for-
mula for the mass function. In Section V we present
measurements of halo clustering within our simulations,
and in Section VI we discuss cosmological implications of
our findings.

II. ANALYTIC ESTIMATES

In this section, we derive analytic expressions for the
abundance and clustering of dark matter halos. As men-
tioned above, such analytic approaches provide a use-
ful qualitative framework for understanding gravitational
collapse, however they cannot be used to describe quanti-
tatively either the mass function or the clustering ampli-
tude of collapsed objects. The expressions derived here
are meant solely to motivate the more precise fitting for-
mulae described in subsequent sections.

We will focus on local NG of the form [1, 58, 62]

ΦNG(x) = φ(x) + fNL(φ2(x) − 〈φ2〉). (1)

In our notation, Φ = −Ψ, where Ψ is the usual New-
tonian potential. On subhorizon scales, this choice of
Newtonian gauge is valid, and the potentials Φ and Ψ
satisfy the Poisson equation relating them to the over-
density δ. On superhorizon scales, the Bardeen potential
Φ and overdensity δ are proportional, and not related by
a Poisson equation, so our analysis will be valid only on
subhorizon scales. With this choice of convention, posi-
tive fNL corresponds to positive skewness of the density
probability distribution, and hence an increased number
of massive objects.

For simplicity, we neglect the effect of the CDM trans-
fer functions, which modify the shape of the Φ power
spectrum after nongaussianity is generated. Then the

probability distribution for ΦNG is easy to write down,
however the probability distribution for the density δNG

cannot be expressed analytically. Nevertheless, we can
make progress by assuming that the NG correction is
small, and by focusing only on high peaks of the density.
The Laplacian of ΦNG is

∇2ΦNG = ∇2φ + 2fNL[φ∇2φ + |∇φ|2]. (2)

Because φ, ∇φ, and ∇2φ are all Gaussian fields whose
statistics are fully specified by their power spectra, then
Eqn. (2) above, relating δNG = −(3Ωm/2ar2

H)∇2ΦNG

to the Gaussian fields, allows us to determine fully the
statistics of the nongaussian density δNG. For example,
the skewness of δNG becomes, to lowest order in fNL,

S3 =
〈δ3

NG〉
〈δ2

NG〉2
= 6fNL

〈φδ〉
σ2

δ

. (3)

On the average, the two terms φ∇2φ and |∇φ|2 in
Eqn. (2) are of the same order; the fact that they have
equal but opposite expectation value is why 〈δNG〉 =
〈δ〉 = 0. However we are mainly interested in high peaks,
where δ ∝ −∇2φ is large. Because |∇φ|2 is uncorre-
lated with ∇2φ, and because at the peak of φ its deriva-
tive vanishes, we assume that |∇φ|2 may be neglected
compared to φ∇2φ in the vicinity of rare, high peaks.
Then applying the Poisson equation near the peak gives
δNG ≈ δ[1 + 2fNLφ]. This expression applies for the pri-
mordial density and potential fields at early times. At
late times, δNG subsequently grows according to the lin-
ear growth factor D(a), while the potential decays like
g(a) ∝ D(a)/a. Therefore, rewriting this expression in
terms of the late-time fields, we find

δNG ≈ δ[1 + 2fNLφ/g(a)]. (4)

We see that the peak height is enhanced by a factor pro-
portional to the primordial potential φp = φ/g(a), rather
than the evolved potential.1

Equation (4) will be the basis for the rest of our discus-
sion. We emphasize that this is only valid in the vicinity
of peaks, and so we focus on peaks for the remainder of
this discussion. Because the fields δ and φ are Gaussian
distributed, we can immediately derive properties of the
distribution of δNG. For example, consider the mean shift
in peak height for a peak of Gaussian density δ:

〈δNG|δ〉 = δ (1 + 2fNL〈φp|δ〉)

= δ

(

1 + 2fNL
〈φδ〉
gσ2

δ

δ

)

. (5)

If the peak height δ and background potential φ were
uncorrelated, then there would be no systematic shift in

1 An earlier version of this paper neglected to distinguish between
the primordial and late-time potential, and hence omitted the
g(a) factor. We are grateful to N. Afshordi for pointing this out
to us.
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cal simulations to estimate the effect of NG on the abun-
dance and clustering of virialized objects. Because N-
body simulations can be expensive and there is a wide NG
parameter space, we also strive to make our results use-
ful to a cosmologist who is not necessarily equipped with
the machinery or patience to run simulations or evaluate
difficult analytic expressions. To this end, we provide a
simple, physically motivated fitting formula for the halo
mass function and halo bias, which we calibrate to our
N-body simulations.

Our main results are that the mass function and corre-
lation function of massive halos can be significantly mod-
ified by primordial nongaussianity. We find a somewhat
weaker effect of NG on the mass function than previous
analytic estimates. We also show analytically and numer-
ically that NG strongly affects the clustering of rare ob-
jects on large scales, implying that measurements of the
large-scale power spectrum can place stringent bounds
on NG.

The plan of the paper is as follows. In Section II we
derive analytic expressions for the abundance and clus-
tering of rare peaks. In Section III we describe our N-
body simulations, followed in Section IV by a discussion
of our measured halo mass function, and our fitting for-
mula for the mass function. In Section V we present
measurements of halo clustering within our simulations,
and in Section VI we discuss cosmological implications of
our findings.

II. ANALYTIC ESTIMATES

In this section, we derive analytic expressions for the
abundance and clustering of dark matter halos. As men-
tioned above, such analytic approaches provide a use-
ful qualitative framework for understanding gravitational
collapse, however they cannot be used to describe quanti-
tatively either the mass function or the clustering ampli-
tude of collapsed objects. The expressions derived here
are meant solely to motivate the more precise fitting for-
mulae described in subsequent sections.

We will focus on local NG of the form [1, 58, 62]

ΦNG(x) = φ(x) + fNL(φ2(x) − 〈φ2〉). (1)

In our notation, Φ = −Ψ, where Ψ is the usual New-
tonian potential. On subhorizon scales, this choice of
Newtonian gauge is valid, and the potentials Φ and Ψ
satisfy the Poisson equation relating them to the over-
density δ. On superhorizon scales, the Bardeen potential
Φ and overdensity δ are proportional, and not related by
a Poisson equation, so our analysis will be valid only on
subhorizon scales. With this choice of convention, posi-
tive fNL corresponds to positive skewness of the density
probability distribution, and hence an increased number
of massive objects.

For simplicity, we neglect the effect of the CDM trans-
fer functions, which modify the shape of the Φ power
spectrum after nongaussianity is generated. Then the

probability distribution for ΦNG is easy to write down,
however the probability distribution for the density δNG

cannot be expressed analytically. Nevertheless, we can
make progress by assuming that the NG correction is
small, and by focusing only on high peaks of the density.
The Laplacian of ΦNG is

∇2ΦNG = ∇2φ + 2fNL[φ∇2φ + |∇φ|2]. (2)
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Eqn. (2) above, relating δNG = −(3Ωm/2ar2
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statistics of the nongaussian density δNG. For example,
the skewness of δNG becomes, to lowest order in fNL,
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On the average, the two terms φ∇2φ and |∇φ|2 in
Eqn. (2) are of the same order; the fact that they have
equal but opposite expectation value is why 〈δNG〉 =
〈δ〉 = 0. However we are mainly interested in high peaks,
where δ ∝ −∇2φ is large. Because |∇φ|2 is uncorre-
lated with ∇2φ, and because at the peak of φ its deriva-
tive vanishes, we assume that |∇φ|2 may be neglected
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Then applying the Poisson equation near the peak gives
δNG ≈ δ[1 + 2fNLφ]. This expression applies for the pri-
mordial density and potential fields at early times. At
late times, δNG subsequently grows according to the lin-
ear growth factor D(a), while the potential decays like
g(a) ∝ D(a)/a. Therefore, rewriting this expression in
terms of the late-time fields, we find

δNG ≈ δ[1 + 2fNLφ/g(a)]. (4)

We see that the peak height is enhanced by a factor pro-
portional to the primordial potential φp = φ/g(a), rather
than the evolved potential.1

Equation (4) will be the basis for the rest of our discus-
sion. We emphasize that this is only valid in the vicinity
of peaks, and so we focus on peaks for the remainder of
this discussion. Because the fields δ and φ are Gaussian
distributed, we can immediately derive properties of the
distribution of δNG. For example, consider the mean shift
in peak height for a peak of Gaussian density δ:

〈δNG|δ〉 = δ (1 + 2fNL〈φp|δ〉)

= δ
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1 + 2fNL
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If the peak height δ and background potential φ were
uncorrelated, then there would be no systematic shift in

1 An earlier version of this paper neglected to distinguish between
the primordial and late-time potential, and hence omitted the
g(a) factor. We are grateful to N. Afshordi for pointing this out
to us.
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cal simulations to estimate the effect of NG on the abun-
dance and clustering of virialized objects. Because N-
body simulations can be expensive and there is a wide NG
parameter space, we also strive to make our results use-
ful to a cosmologist who is not necessarily equipped with
the machinery or patience to run simulations or evaluate
difficult analytic expressions. To this end, we provide a
simple, physically motivated fitting formula for the halo
mass function and halo bias, which we calibrate to our
N-body simulations.

Our main results are that the mass function and corre-
lation function of massive halos can be significantly mod-
ified by primordial nongaussianity. We find a somewhat
weaker effect of NG on the mass function than previous
analytic estimates. We also show analytically and numer-
ically that NG strongly affects the clustering of rare ob-
jects on large scales, implying that measurements of the
large-scale power spectrum can place stringent bounds
on NG.

The plan of the paper is as follows. In Section II we
derive analytic expressions for the abundance and clus-
tering of rare peaks. In Section III we describe our N-
body simulations, followed in Section IV by a discussion
of our measured halo mass function, and our fitting for-
mula for the mass function. In Section V we present
measurements of halo clustering within our simulations,
and in Section VI we discuss cosmological implications of
our findings.

II. ANALYTIC ESTIMATES

In this section, we derive analytic expressions for the
abundance and clustering of dark matter halos. As men-
tioned above, such analytic approaches provide a use-
ful qualitative framework for understanding gravitational
collapse, however they cannot be used to describe quanti-
tatively either the mass function or the clustering ampli-
tude of collapsed objects. The expressions derived here
are meant solely to motivate the more precise fitting for-
mulae described in subsequent sections.

We will focus on local NG of the form [1, 58, 62]

ΦNG(x) = φ(x) + fNL(φ2(x) − 〈φ2〉). (1)

In our notation, Φ = −Ψ, where Ψ is the usual New-
tonian potential. On subhorizon scales, this choice of
Newtonian gauge is valid, and the potentials Φ and Ψ
satisfy the Poisson equation relating them to the over-
density δ. On superhorizon scales, the Bardeen potential
Φ and overdensity δ are proportional, and not related by
a Poisson equation, so our analysis will be valid only on
subhorizon scales. With this choice of convention, posi-
tive fNL corresponds to positive skewness of the density
probability distribution, and hence an increased number
of massive objects.

For simplicity, we neglect the effect of the CDM trans-
fer functions, which modify the shape of the Φ power
spectrum after nongaussianity is generated. Then the

probability distribution for ΦNG is easy to write down,
however the probability distribution for the density δNG

cannot be expressed analytically. Nevertheless, we can
make progress by assuming that the NG correction is
small, and by focusing only on high peaks of the density.
The Laplacian of ΦNG is

∇2ΦNG = ∇2φ + 2fNL[φ∇2φ + |∇φ|2]. (2)

Because φ, ∇φ, and ∇2φ are all Gaussian fields whose
statistics are fully specified by their power spectra, then
Eqn. (2) above, relating δNG = −(3Ωm/2ar2

H)∇2ΦNG

to the Gaussian fields, allows us to determine fully the
statistics of the nongaussian density δNG. For example,
the skewness of δNG becomes, to lowest order in fNL,

S3 =
〈δ3

NG〉
〈δ2

NG〉2
= 6fNL

〈φδ〉
σ2

δ

. (3)

On the average, the two terms φ∇2φ and |∇φ|2 in
Eqn. (2) are of the same order; the fact that they have
equal but opposite expectation value is why 〈δNG〉 =
〈δ〉 = 0. However we are mainly interested in high peaks,
where δ ∝ −∇2φ is large. Because |∇φ|2 is uncorre-
lated with ∇2φ, and because at the peak of φ its deriva-
tive vanishes, we assume that |∇φ|2 may be neglected
compared to φ∇2φ in the vicinity of rare, high peaks.
Then applying the Poisson equation near the peak gives
δNG ≈ δ[1 + 2fNLφ]. This expression applies for the pri-
mordial density and potential fields at early times. At
late times, δNG subsequently grows according to the lin-
ear growth factor D(a), while the potential decays like
g(a) ∝ D(a)/a. Therefore, rewriting this expression in
terms of the late-time fields, we find

δNG ≈ δ[1 + 2fNLφ/g(a)]. (4)

We see that the peak height is enhanced by a factor pro-
portional to the primordial potential φp = φ/g(a), rather
than the evolved potential.1

Equation (4) will be the basis for the rest of our discus-
sion. We emphasize that this is only valid in the vicinity
of peaks, and so we focus on peaks for the remainder of
this discussion. Because the fields δ and φ are Gaussian
distributed, we can immediately derive properties of the
distribution of δNG. For example, consider the mean shift
in peak height for a peak of Gaussian density δ:

〈δNG|δ〉 = δ (1 + 2fNL〈φp|δ〉)

= δ

(

1 + 2fNL
〈φδ〉
gσ2

δ

δ

)

. (5)

If the peak height δ and background potential φ were
uncorrelated, then there would be no systematic shift in

1 An earlier version of this paper neglected to distinguish between
the primordial and late-time potential, and hence omitted the
g(a) factor. We are grateful to N. Afshordi for pointing this out
to us.
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Mukhanov et al. 1992; Liddle & Lyth 2000, 2009;
Bassett et al. 2006; Linde 2008, for reviews.)
Inflation predicts that the statistical distribution of

primordial fluctuations is nearly a Gaussian distribution
with random phases. Measuring deviations from a Gaus-
sian distribution, i.e., non-Gaussian correlations in pri-
mordial fluctuations, is a powerful test of inflation, as
how precisely the distribution is (non-)Gaussian depends
on the detailed physics of inflation (see Bartolo et al.
2004; Komatsu et al. 2009b, for reviews).
In this paper, we constrain the amplitude of non-

Gaussian correlations using the angular bispectrum of
CMB temperature anisotropy, the harmonic transform
of the 3-point correlation function (see Komatsu 2001,
for a review). The observed angular bispectrum is re-
lated to the 3-dimensional bispectrum of primordial cur-
vature perturbations, 〈ζk1ζk2ζk3〉 = (2π)3δD(k1 + k2 +
k3)Bζ(k1, k2, k3). In the linear order, the primordial cur-
vature perturbation is related to Bardeen’s curvature
perturbation (Bardeen 1980) in the matter-dominated
era, Φ, by ζ = 5

3Φ (e.g., Kodama & Sasaki 1984). The
CMB temperature anisotropy in the Sachs–Wolfe limit
(Sachs & Wolfe 1967) is given by ∆T/T = − 1

3Φ = − 1
5ζ.

We write the bispectrum of Φ as

〈Φk1Φk2Φk3〉 = (2π)3δD(k1+k2+k3)F (k1, k2, k3). (59)

We shall explore 3 different shapes of the primordial
bispectrum: “local,” “equilateral,” and “orthogonal.”
They are defined as follows:

1. Local form. The local form bispectrum is
given by (Gangui et al. 1994; Verde et al. 2000;
Komatsu & Spergel 2001)

Flocal(k1, k2, k3)

= 2f local
NL [PΦ(k1)PΦ(k2) + PΦ(k2)PΦ(k3)

+PΦ(k3)PΦ(k1)]

= 2A2f local
NL

[

1

k4−ns

1 k4−ns

2

+ (2 perm.)

]

, (60)

where PΦ = A/k4−ns is the power spectrum of
Φ with a normalization factor A. This form is
called the local form, as this bispectrum can arise
from the curvature perturbation in the form of
Φ = ΦL + f local

NL Φ2
L, where both sides are evaluated

at the same location in space (ΦL is a linear Gaus-
sian fluctuation).34 Equation (60) peaks at the so-
called “squeezed” triangle for which k3 $ k2 ≈ k1
(Babich et al. 2004). In this limit, we obtain

Flocal(k1, k1, k3 → 0) = 4f local
NL PΦ(k1)PΦ(k3). (61)

34 However, Φ = ΦL + f local
NL Φ2

L is not the only way to pro-
duce this type of bispectrum. One can also produce this form from
multi-scalar field inflation models where scalar field fluctuations
are nearly scale invariant (Lyth & Rodriguez 2005); multi-scalar
models called “curvaton” scenarios (Linde & Mukhanov 1997;
Lyth et al. 2003); multi-field models in which one field modulates
the decay rate of inflaton field (Dvali et al. 2004a,b; Zaldarriaga
2004); multi-field models in which a violent production of parti-
cles and non-linear reheating, called “preheating,” occur due to
parametric resonances (Enqvist et al. 2005; Jokinen & Mazumdar
2006; Chambers & Rajantie 2008; Bond et al. 2009); models in
which the universe contracts first and then bounces (see Lehners
2008, for a review).

How large is f local
NL from inflation? The ear-

lier calculations showed that f local
NL from single-

field slow-roll inflation would be of order the
slow-roll parameter, ε ∼ 10−2 (Salopek & Bond
1990; Falk et al. 1993; Gangui et al. 1994). More
recently, Maldacena (2003) and Acquaviva et al.
(2003) found that the coefficient of PΦ(k1)PΦ(k3)
from the simplest single-field slow-roll inflation
with the canonical kinetic term in the squeezed
limit is given by

Flocal(k1, k1, k3 → 0) =
5

3
(1− ns)PΦ(k1)PΦ(k3). (62)

Comparing this result with the form predicted by
the f local

NL model, one obtains f local
NL = (5/12)(1 −

ns), which gives f local
NL = 0.015 for ns = 0.963.

2. Equilateral form. The equilateral form bispec-
trum is given by (Creminelli et al. 2006)

Fequil(k1, k2, k3) = 6A2f equil
NL

×
{

−
1

k4−ns

1 k4−ns

2

−
1

k4−ns

2 k4−ns

3

−
1

k4−ns

3 k4−ns

1

−
2

(k1k2k3)2(4−ns)/3
+

[

1

k(4−ns)/3
1 k2(4−ns)/3

2 k4−ns

3

+(5 perm.)]} . (63)

This function approximates the bispectrum forms
that arise from a class of inflation models in
which scalar fields have non-canonical kinetic
terms. One example is the so-called Dirac-Born-
Infeld (DBI) inflation (Silverstein & Tong 2004;
Alishahiha et al. 2004), which gives f equil

NL ∝ −1/c2s
in the limit of cs $ 1, where cs is the effec-
tive sound speed at which scalar field fluctua-
tions propagate. There are various other mod-
els that can produce f equil

NL (Arkani-Hamed et al.
2004; Seery & Lidsey 2005; Chen et al. 2007;
Cheung et al. 2008; Li et al. 2008). The local and
equilateral forms are nearly orthogonal to each
other, which means that both can be measured
nearly independently.

3. Orthogonal form. The orthogonal form, which
is constructed such that it is nearly orthogonal to
both the local and equilateral forms, is given by
(Senatore et al. 2010)

Forthog(k1, k2, k3) = 6A2forthog
NL

×
{

−
3

k4−ns

1 k4−ns

2

−
3

k4−ns

2 k4−ns

3

−
3

k4−ns

3 k4−ns

1

−
8

(k1k2k3)2(4−ns)/3
+

[

3

k(4−ns)/3
1 k2(4−ns)/3

2 k4−ns

3

+(5 perm.)]} . (64)

This form approximates the forms that arise from a
linear combination of higher-derivative scalar-field
interaction terms, each of which yields forms simi-
lar to the equilateral shape. Senatore et al. (2010)

2

FIG. 1. Ionization power spectra with non-Gaussianity
of the local form from numerical simulations. We show
fNL = (0, 20, 100) (dot-dashed, dashed, solid) for efficiency
ζ = (5.8, 3.0) (thin black, thick red) at z = 7.5, where
x̄H = (0.50, 0.75). For fNL = 100 cases, sample variance from
simulations is in form of green bands about the mean, and
analytical fits corresponding to δ̄B = 1 are in dotted lines.

frequency and distance, and λ21 = λ(z)/(1+z) = 0.21 m.
We convert between u and k spaces via u⊥ = χ(z)k⊥ =
2πL/λ(z), where L is the baseline, and u‖ = y(z)k‖.
Given non-Gaussianity of the local form, Bardeen’s

gauge invariant potential field Φ is related to a pure gaus-
sian random field φ at nonlinear order [7, 26]:

ΦNG(x) = φ(x) + fNL

(

φ2(x)− 〈φ2〉
)

. (3)

In the high-peaks formalism fNL influences biased tracers
of the underlying matter distribution as a scale depen-
dent correction to the large scale bias [20, 21]. This enters
as Pxδ/Pδδ = bx +∆bx, Pxx/Pδδ = (bx +∆bx)2, with

∆bh(k, z) = 3(bh − 1)fNLΩmH2
0 δ̄c/

(

D(z)k2T (k)
)

, (4)

where H0 is the Hubble constant, Ωm is the present den-
sity parameter of matter, D(z) is the linear growth func-
tion of density perturbations, and T (k) is the transfer
function relating present and primordial power spectra.
The quantity δ̄B is the average critical collapse density of
HII regions [27]. We leave the bias bx as a free parameter,
although bx, δB, and x̄H would all be related in a given

FIG. 2. Number density of baselines for LOFAR (solid), SKA
(dotted), MWA (dashed), and Omniscope (dot-dashed).

Experiment Nant Lmin (m) FOV (deg2) Ae(m2)
LOFAR 32 100 2× π2.42 590
MWA 500 4.0 π162 13
SKA 1400 10 π8.62 45
Omniscope 106 1.0 2.1× 104 1.0

TABLE I. Experimental specifications for the telescopes. The
antenna number only account for those inside the nucleus and
core (e.g. for SKA we use 1400 of a total 7000 antennae).
The system temperature Tsys = 390 K, bandwidth is 6 MHz,
observation time is 4000 hours, and effective area at z = 7.5.

model of reionization. The scale-dependence of the bias
in ∆bx is clearly evident in the ionization spectra from
our simulations in Fig. 1. We find that δ̄B ∼ 1 fits the
large-scale fNL induced rise to the ionization spectrum.

Numerical Simulations with Non-Gaussian Ini-
tial Conditions. We perform simulations of the ion-
ization distribution during the EoR for fNL = (0, 20, 100)
and ionization efficiency ζ = (3.0, 5.8), in a box of co-
moving length 3000 Mpc, with a modified version of
SimFast21 [28, 29]. The initial matter density field is
computed from the Poisson equation with non-Gaussian
gravitational potential ΦNG(k). We show the spectra
from these simulations in Fig 1, from which δ̄B ∼ 1.
We compare this result to the theoretical prediction.

The critical density for collapse of an ionized region of
mass m is obtained from the collapse fraction fcoll [27]:

δB(m, z) = δc −K(ζ)
√

2 (σ2(mmin, z)− σ2(m, z)), (5)

where δc ≈ 1.68 is the critical collapse density of mat-
ter, σ2(m, z) is the variance of the density fluctuations,
and mmin corresponds to a virial temperature of 104 K.
Moreover, K(ζ) = erf−1(1 − ζ−1), where ζ = mion/mgal

is the ionization efficiency [27]. We evaluate δ̄B as an
average over the fraction of space filled by HII bubbles
as in Ref. [27]. Given this prescription, we find δ̄B = 1.1
(less than δc as ζ > 1), matching the simulation results
well. This becomes δ̄B = 1.2 if we only average over the
mass function. For simplicity, we fix δ̄B = 1.
As noted earlier, the bias bx, collapse threshold δB, and

x̄H are expected to be interrelated in a given reionization
scenario. This is evident in Fig. 1, where we see that a
factor of 2 change in ζ changes the bias by about 15%.
This change is subdominant to the impact of x̄H (linear



Present fnl constraints
fnl = 32 ± 21 (wmap7: Komatsu et al 2011)

fnl = 28 ± 23 (SDSS: Slosar et al 2008)

Future fnl constraints
4

TABLE 1
Galaxy Surveys considered

survey z range sq deg mean galaxy density (h/Mpc)3 ∆fNL/q′ LSS

SDSS LRG’s 0.16 < z < 0.47 7.6 × 103 1.36 × 10−4 40
BOSS 0 < z < 0.7 104 2.66 × 10−4 18
WFMOS low z 0.5 < z < 1.3 2 × 103 4.88 × 10−4 15
WFMOS high z 2.3 < z < 3.3 3 × 102 4.55 × 10−4 17
ADEPT 1 < z < 2 2.8 × 104 9.37 × 10−4 1.5
EUCLID 0 < z < 2 2 × 104 1.56 × 10−3 1.7
DES 0.2 < z < 1.3 5 × 103 1.85 × 10−3 8
PanSTARRS 0 < z < 1.2 3 × 104 1.72 × 10−3 3.5
LSST 0.3 < z < 3.6 3 × 104 2.77 × 10−3 0.7

where k = (!+1/2)/r, Φ′ is the derivative of the gravita-
tional potential with respect to the conformal time, and
δ2D
g,!m and T!m are the projected survey galaxy overden-

sity and the CMB temperature in the spherical harmonic
space, respectively.

The expected dispersion in the cross-correlation signal
is ∆C2

gT (!) ! Cgg(!)CTT (!)[fsky(2! + 1)]−1, where fsky

is the fraction of sky covered in the survey, and we as-
sumed a small cross-correlation signal, i.e. C2

gT (!) "
Cgg(!)CTT (!).

For a galaxy distribution biased according to Eq. (4),
dividing the survey in redshift shells, and following the
same procedure of Section 3, the error in each shell at
redshift z for a given ! is

σ−2
fNL

=
γ
[

H(z)D(z) d
dz ((1 + z)D(z))Pδδ(k, 0)∆b(k, z)

]2
r2δr

(2l + 1)3CTT (!)[PG(k, z) + nc(r)−1]
,

(15)

where γ = 8fsky

(

3TH2
0Ωm0/c3

)2
, k ≡ (l + 1/2)/r, δr =

(c/H(z))∆z, ∆b is Eq. (6) in the limit fNL = 1, and PG
denotes the galaxy power spectrum in the Gaussian case.
We impose kmin to be greater than the largest mode that
can be sampled in each survey shell and kmax = 0.03
h/Mpc. The total error is obtained summing up Eq. (15)
on all the multipoles ! ≤ 200 and integrating over the
minimum and maximum redshift of each survey.

For future large-scale galaxy surveys, we obtain
∆fNL = 7.6, 12.5, 11.5 for LSST, EUCLID and ADEPT,
respectively.

4. RESULTS & DISCUSSION

Here we present forecasts of fNL constraints for forth-
coming and future surveys. The surveys we consider and
their specifications are reported in Table 1, along with
the 1 − σ error on fNL from the shape of the galaxy
power-spectrum. The reported errors on fNL have been
normalized by the correction factor for non-spherical col-
lapse q′ ≈ 0.8. Note that the number of galaxies and
the Gaussian bias enter in this signal-to-noise calcula-
tion only through the contribution to the error due to
shot-noise. The reported numbers are not dominated by
shot-noise.

This signal-to-noise calculation indicates that the halo

clustering approach to primordial NGis in principle more
promising than the ISW one: the ISW signal is weighted
at low redhift (z <

∼ 1), when dark energy dominates, while
the effect of NG grows with redshift. However, the two
approaches are affected by different systematics and thus
should be considered complementary.

It is interesting to compare the constraints on
primordial NG achievable from the large-scale halo
clustering with those achievable with the small-scale
galaxy bispectrum. For example, comparing with
Sefusatti & Komatsu (2007) we deduce that the halo-
clustering constraints are a factor of 3 stronger than
the bispectrum ones. The bispectrum however, through
its dependence on the k-space configuration, can be
used to discriminate among different forms of NG. The
CMB bispectrum for an ideal experiment can yield
constraints of ∆fNL = few (Yadav et al. 2007). The
results of Table 1 indicate that constraints on fNL of
order unity are achievable with future surveys, making
it a highly competitive technique. We conclude that it
is particularly important to be able to take into account
general non-local and scale-dependent NG features
characterized by a given bispectrum of the potential.
In fact, as shown by Bartolo et al. (2005), there are
contributions to the bispectrum, which have a specific
shape and redshift dependence and which come into
play at the level of fNL ∼ few. This is well above
the detection threshold for forthcoming and proposed
surveys, thus opening up the possibility to measure
these secondary contributions to fNL.

While this work was being completed we became
aware of Afshordi & Tolley (arXiv:0806.1061) and of
McDonald (arXiv:0806.1046). Our results are in good
agreement with theirs.

Acknowledgments: CC is supported through a Beatrix
de Pinos grant. LV is supported by FP7-PEOPLE-2007-
4-3-IRG n. 202182 and CSIC I3 grant n. 200750I034. LV
thanks W. Hu, M. Grossi and E. Branchini for fruitful
discussions. SM acknowledges partial support by ASI
contract I/016/07/0 ”COFIS” and ASI contract Planck
LFI Activity of Phase E2.

REFERENCES

Afshordi, N. 2004, Phys. Rev. D, 70, 083536
Bartolo, N., Komatsu, E., Matarrese, S., & Riotto, A. 2004,

Phys. Rep., 402, 103

Bartolo, N., Matarrese, S., & Riotto, A. 2005, Journal of Cosmology
and Astro-Particle Physics, 10, 10

Blake, C., & Bridle, S. 2005, MNRAS, 363, 1329
Cooray, A., & Sheth, R. 2002, Phys. Rep., 372, 1

gg+gt: Carbone & Verde (2008)
∆fNL

cluster counts: σ(fnl) ~ 5 (cunha et al 2010)

Planck ttt: σ(fnl) ~ 5 (Bluebook 2006)

21 cm bispectrum: σ(fnl) ≲ 1 (Pillepich et al 2007)



Universal History

[1, 2, 3], a period of exponential expansion in the very early universe, is believed to have taken
place some 10−34 seconds after the Big Bang singularity. Remarkably, inflation is thought to be
responsible both for the large-scale homogeneity of the universe and for the small fluctuations that
were the seeds for the formation of structures like our own galaxy.

The central focus of this lecture series will be to explain in full detail the physical mechanism
by which inflation transformed microscopic quantum fluctuations into macroscopic fluctuations in
the energy density of the universe. In this sense inflation provides the most dramatic example
for the theme of TASI 2009: the connection between the ‘physics of the large and the small’.
We will calculate explicitly the statistical properties and the scale dependence of the spectrum of
fluctuations produced by inflation. This result provides the input for all studies of cosmological
structure formation and is one of the great triumphs of modern theoretical cosmology.

1.2 Structure and Evolution of the Universe

There is undeniable evidence for the expansion of the universe: the light from distant galaxies is
systematically shifted towards the red end of the spectrum [4], the observed abundances of the light
elements (H, He, and Li) matches the predictions of Big Bang Nucleosynthesis (BBN) [5], and the
only convincing explanation for the CMB is a relic radiation from a hot early universe [6].

3 min Time [years] 380,000 13.7 billion10 -34 s
Redshift 026251,10010 4

Energy 
1 meV1 eV1 MeV10 15 GeV
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Figure 2: History of the universe. In this schematic we present key events in the history of the
universe and their associated time and energy scales. We also illustrate several cos-
mological probes that provide us with information about the structure and evolution
of the universe. Acronyms: BBN (Big Bang Nucleosynthesis), LSS (Large-Scale Struc-
ture), BAO (Baryon Acoustic Oscillations), QSO (Quasi-Stellar Objects = Quasars),
Lyα (Lyman-alpha), CMB (Cosmic Microwave Background), Ia (Type Ia supernovae),
21cm (hydrogen 21cm-transition).
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5Université de Toulouse, UPS-OMP, IRAP, Toulouse, France
6CENTRA, Departamento de F́ısica, Instituto Superior Tecnico, 1049-001 Lisboa, Portugal

(Dated: August 12, 2011)

Primordial non-Gaussianity is a crucial test of inflationary cosmology. We consider the impact
of non-Gaussianity on the ionization power spectrum from 21 cm emission at the epoch of reion-
ization. We focus on the power spectrum on large scales at redshifts of 7 to 8 and explore the
expected constraint on the local non-Gaussianity parameter fNL for current and next-generation 21
cm experiments. We show that experiments such as SKA and MWA could measure fNL values of
order 10. This can be improved by an order of magnitude with a fast-Fourier transform telescope
like Omniscope.

Introduction . An inflationary epoch in the early
universe [1, 2] has been established as a solution to
the cosmological horizon and flatness problems over
the past three decades, most recently through high-
precision measurements of the cosmic microwave back-
ground (CMB) by the Wilkinson Microwave Anisotropy
Probe (WMAP) [3]. The inflationary hypothesis predicts
an epoch of exponential growth lasting at least 60 e-folds
resulting in almost Gaussian scale-invariant density per-
turbations [4].

A powerful mechanism to distinguish between infla-
tion models is the amplitude and scale dependence of
mild non-Gaussianity in perturbations of the primordial
density field. Canonical single field inflation models pre-
dict primordial non-Gaussianity (bispectrum) of the local
form |fNL| ! 1 [5, 6], while evolution after inflation gen-
erates non-local bispectrum with effective fNL = O(1)
[7–9]. The best current constraints of ±25 on local
fNL [10, 11] are from WMAP data. A future measure-
ment of fNL = O(1) could reveal the existence of physics
beyond the standard single field slow-roll inflationary sce-
nario.

We show that radio interferometric probes [12–15] of
21 cm emission from spin-flip transitions of neutral hy-
drogen at the epoch of reionization (EoR) [16] can result
in constraints on fNL at the same level as Planck [17],
and less than unity in the most optimistic experimental
proposal. Previous studies have explored primordial non-
Gaussianity in the bispectrum of ideal 21 cm experiments
prior to the EoR [18, 19]. In this work, we consider scale
dependent bias in the power spectrum of ionized hydro-
gen resulting from departures from Gaussian initial con-
ditions [20, 21]. Our constraints from 21 cm emission do
not require an ionization-clean cosmology, i.e., a priori
knowledge of the spectrum of fluctuations in the ionized
fraction.

The rest of the letter is arranged as follows. We first

quantify the influence of non-Gaussianity of the local
form on the 21 cm power spectrum, and then test this
via numerical simulations of the ionization distribution.
We review the assumed noise properties of LOFAR [12],
MWA [14], SKA [13], and Omniscope [15], and forecast
constraints on fNL based on a Fisher matrix analysis. For
these forecasts, we fix the parameters of our fiducial flat
ΛCDM model to agree with WMAP7 [22].

Effect of Non-Gaussianity on the 21 cm Power
Spectrum . We decompose the 21 cm power spectrum
at redshift z in terms of its angular dependence [23], given
by µ = k̂ · n̂ = cos(θ), where θ is the angle between
wavevector k and line of sight (LOS) vector n:

P∆T (k, z) = Pδδ(k, z)− 2Pxδ(k, z) + Pxx(k, z)

+2 [Pδδ(k, z)− Pxδ(k, z)]µ
2 + Pδδ(k, z)µ

4. (1)

We define Pδδ ≡ T̃ 2
b x̄

2
HPδδ [24], where Pδδ is the lin-

ear matter power spectrum, numerically obtained from
a modified version of CAMB [25], x̄H is the mean neu-
tral fraction of hydrogen such that the ionized fraction
x̄i ≡ 1 − x̄H, and T̃b(z = 7.5) $ 0.026 K is the spatially
averaged brightness temperature. We consider only large
enough scales (k < 0.15/Mpc) such that the ionization
power spectrum Pxx $ b2xPδδ and the ionization-density
cross spectrum Pxδ $ bxPδδ, where bx is the bias of ion-
ized regions. Our numerical simulations in Fig. 1 show
that this is an excellent approximation.
We define u as the Fourier dual of Θ ≡ θiêi + θj êj +

∆f êk, where θi and θj encode the angular location on
the 2D sky, and ∆f measures the difference in frequency.
The 21 cm power spectrum is extended to u-space in
which measurements are made:

P∆T (u, z) = P∆T (k, z)/
(

χ2(z)y(z)
)

, (2)

where χ(z) is the comoving distance to a given redshift,
y(z) = λ21(1 + z)2/H(z) translates between intervals in

Main Observable: Fluctuations in 21 cm 
brightness temperature from variations 

in hydrogen density and neutral fraction

Furlanetto et al 2006

Unique signature 
on how neutral 

hydrogen evolved 
from LSS to 

complete 
reionization
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Fig. 1.— Maps of the ionization fraction from the simulation at redshifts z = 20.60, 15.24, 10.00, 7.40, corresponding to x̄i =
0.0002, 0.03, 0.35, 0.84. Note how there is a clear separation between the highly ionized regions (in red) and the mostly neutral IGM
(black).

Our analytic model for reionization, which we com-
pare with results from our numerical simulation, follows
the approach of Furlanetto et al. (2004c). The mass of
the ionized gas is linked to the mass in galaxies by the
ansatz, mion = ζmgal, where ζ is an ionizing efficiency.
A spherical region of gas of mass m is considered ion-
ized if it contains sufficient sources to self ionize, i.e.
fcoll ≥ ζ−1. In the excursion set formalism this crite-
ria is well described by a mass dependent linear barrier
B(m, z) = B0 + B1σ2(m), where σ2(m) is the variance
of the density fluctuations on the scale m. With this we
can calculate the mass function of bubbles (the comoving
number density of HII regions with masses in the range
m ± dm/2):

dn(m)

dm
dm =

√

2

π

ρ̄

m2

∣

∣

∣

∣

d log σ

d log m

∣

∣

∣

∣

B0

σ(m)
exp

[

−
B2(m, z)

2σ2(m)

]

dm ,

(1)
where ρ̄ is the mean mass density of the Universe.

Note that we renormalize the resulting mass function

to enforce the requirement Q̄ = ζfcoll, where Q̄ is the
filling fraction of bubbles. Next we must determine the
appropriate value for the ionization efficiency ζ. We al-
low ζ to vary with redshift and require that xi = ζfcoll

at all redshifts. Here xi is determined from the simula-
tions so that we bypass the need for a source prescrip-
tion when defining ζ and we assume a Press-Schechter
mass function when determining fcoll. In principle,
using the Sheth-Tormen mass function gives a weaker
redshift dependence for ζ, but we use Press-Schechter
for greater consistency with the reionization model of
Furlanetto et al. (2004c).

To calculate fluctuations in the 21-cm brightness tem-
perature, we first need to calculate the correlation func-
tions in the ionization fraction ξxixi

, density ξδδ, and the
cross-correlation of these two quantities ξxiδ, where

ξab ≡
〈

(a − ā)(b − b̄)
〉

, (2)

and δ = ρ/ρ̄ − 1. We use the halo model to calculate
ξδδ (Cooray & Sheth 2002). Furlanetto et al. (2004c)

Santos et al 2008

x̄i = 0.0002 x̄i = 0.03

x̄i = 0.35 x̄i = 0.84
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FIG. 1. Ionization power spectra with non-Gaussianity
of the local form from numerical simulations. We show
fNL = (0, 20, 100) (dot-dashed, dashed, solid) for efficiency
ζ = (5.8, 3.0) (thin black, thick red) at z = 7.5, where
x̄H = (0.50, 0.75). For fNL = 100 cases, sample variance from
simulations is in form of green bands about the mean, and
analytical fits corresponding to δ̄B = 1 are in dotted lines.

frequency and distance, and λ21 = λ(z)/(1+z) = 0.21 m.
We convert between u and k spaces via u⊥ = χ(z)k⊥ =
2πL/λ(z), where L is the baseline, and u‖ = y(z)k‖.
Given non-Gaussianity of the local form, Bardeen’s

gauge invariant potential field Φ is related to a pure gaus-
sian random field φ at nonlinear order [7, 26]:

ΦNG(x) = φ(x) + fNL

(

φ2(x)− 〈φ2〉
)

. (3)

In the high-peaks formalism fNL influences biased tracers
of the underlying matter distribution as a scale depen-
dent correction to the large scale bias [20, 21]. This enters
as Pxδ/Pδδ = bx +∆bx, Pxx/Pδδ = (bx +∆bx)2, with

∆bx(k, z) = 3(bx − 1)fNLΩmH2
0 δ̄B/

(

D(z)k2T (k)
)

, (4)

where H0 is the Hubble constant, Ωm is the present den-
sity parameter of matter, D(z) is the linear growth func-
tion of density perturbations, and T (k) is the transfer
function relating present and primordial power spectra.
The quantity δ̄B is the average critical collapse density of
HII regions [27]. We leave the bias bx as a free parameter,
although bx, δB, and x̄H would all be related in a given

FIG. 2. Number density of baselines for LOFAR (solid), SKA
(dotted), MWA (dashed), and Omniscope (dot-dashed).

Experiment Nant Lmin (m) FOV (deg2) Ae(m2)
LOFAR 32 100 2× π2.42 590
MWA 500 4.0 π162 13
SKA 1400 10 π8.62 45
Omniscope 106 1.0 2.1× 104 1.0

TABLE I. Experimental specifications for the telescopes. The
antenna number only account for those inside the nucleus and
core (e.g. for SKA we use 1400 of a total 7000 antennae).
The system temperature Tsys = 390 K, bandwidth is 6 MHz,
observation time is 4000 hours, and effective area at z = 7.5.

model of reionization. The scale-dependence of the bias
in ∆bx is clearly evident in the ionization spectra from
our simulations in Fig. 1. We find that δ̄B ∼ 1 fits the
large-scale fNL induced rise to the ionization spectrum.

Numerical Simulations with Non-Gaussian Ini-
tial Conditions. We perform simulations of the ion-
ization distribution during the EoR for fNL = (0, 20, 100)
and ionization efficiency ζ = (3.0, 5.8), in a box of co-
moving length 3000 Mpc, with a modified version of
SimFast21 [28, 29]. The initial matter density field is
computed from the Poisson equation with non-Gaussian
gravitational potential ΦNG(k). We show the spectra
from these simulations in Fig 1, from which δ̄B ∼ 1.
We compare this result to the theoretical prediction.

The critical density for collapse of an ionized region of
mass m is obtained from the collapse fraction fcoll [27]:

δB(m, z) = δc −K(ζ)
√

2 (σ2(mmin, z)− σ2(m, z)), (5)

where δc ≈ 1.68 is the critical collapse density of mat-
ter, σ2(m, z) is the variance of the density fluctuations,
and mmin corresponds to a virial temperature of 104 K.
Moreover, K(ζ) = erf−1(1 − ζ−1), where ζ = mion/mgal

is the ionization efficiency [27]. We evaluate δ̄B as an
average over the fraction of space filled by HII bubbles
as in Ref. [27]. Given this prescription, we find δ̄B = 1.1
(less than δc as ζ > 1), matching the simulation results
well. This becomes δ̄B = 1.2 if we only average over the
mass function. For simplicity, we fix δ̄B = 1.
As noted earlier, the bias bx, collapse threshold δB, and

x̄H are expected to be interrelated in a given reionization
scenario. This is evident in Fig. 1, where we see that a
factor of 2 change in ζ changes the bias by about 15%.
This change is subdominant to the impact of x̄H (linear

2

FIG. 1. Ionization power spectra with non-Gaussianity
of the local form from numerical simulations. We show
fNL = (0, 20, 100) (dot-dashed, dashed, solid) for efficiency
ζ = (5.8, 3.0) (thin black, thick red) at z = 7.5, where
x̄H = (0.50, 0.75). For fNL = 100 cases, sample variance from
simulations is in form of green bands about the mean, and
analytical fits corresponding to δ̄B = 1 are in dotted lines.

frequency and distance, and λ21 = λ(z)/(1+z) = 0.21 m.
We convert between u and k spaces via u⊥ = χ(z)k⊥ =
2πL/λ(z), where L is the baseline, and u‖ = y(z)k‖.
Given non-Gaussianity of the local form, Bardeen’s

gauge invariant potential field Φ is related to a pure gaus-
sian random field φ at nonlinear order [7, 26]:

ΦNG(x) = φ(x) + fNL

(

φ2(x)− 〈φ2〉
)

. (3)

In the high-peaks formalism fNL influences biased tracers
of the underlying matter distribution as a scale depen-
dent correction to the large scale bias [20, 21]. This enters
as Pxδ/Pδδ = bx +∆bx, Pxx/Pδδ = (bx +∆bx)2, with

∆bx(k, z) = 3(bx − 1)fNLΩmH2
0 δ̄B/

(

D(z)k2T (k)
)

, (4)

where H0 is the Hubble constant, Ωm is the present den-
sity parameter of matter, D(z) is the linear growth func-
tion of density perturbations, and T (k) is the transfer
function relating present and primordial power spectra.
The quantity δ̄B is the average critical collapse density of
HII regions [27]. We leave the bias bx as a free parameter,
although bx, δB, and x̄H would all be related in a given

FIG. 2. Number density of baselines for LOFAR (solid), SKA
(dotted), MWA (dashed), and Omniscope (dot-dashed).

Experiment Nant Lmin (m) FOV (deg2) Ae(m2)
LOFAR 32 100 2× π2.42 590
MWA 500 4.0 π162 13
SKA 1400 10 π8.62 45
Omniscope 106 1.0 2.1× 104 1.0

TABLE I. Experimental specifications for the telescopes. The
antenna number only account for those inside the nucleus and
core (e.g. for SKA we use 1400 of a total 7000 antennae).
The system temperature Tsys = 390 K, bandwidth is 6 MHz,
observation time is 4000 hours, and effective area at z = 7.5.

model of reionization. The scale-dependence of the bias
in ∆bx is clearly evident in the ionization spectra from
our simulations in Fig. 1. We find that δ̄B ∼ 1 fits the
large-scale fNL induced rise to the ionization spectrum.

Numerical Simulations with Non-Gaussian Ini-
tial Conditions. We perform simulations of the ion-
ization distribution during the EoR for fNL = (0, 20, 100)
and ionization efficiency ζ = (3.0, 5.8), in a box of co-
moving length 3000 Mpc, with a modified version of
SimFast21 [28, 29]. The initial matter density field is
computed from the Poisson equation with non-Gaussian
gravitational potential ΦNG(k). We show the spectra
from these simulations in Fig 1, from which δ̄B ∼ 1.
We compare this result to the theoretical prediction.

The critical density for collapse of an ionized region of
mass m is obtained from the collapse fraction fcoll [27]:

δB(m, z) = δc −K(ζ)
√

2 (σ2(mmin, z)− σ2(m, z)), (5)

where δc ≈ 1.68 is the critical collapse density of mat-
ter, σ2(m, z) is the variance of the density fluctuations,
and mmin corresponds to a virial temperature of 104 K.
Moreover, K(ζ) = erf−1(1 − ζ−1), where ζ = mion/mgal

is the ionization efficiency [27]. We evaluate δ̄B as an
average over the fraction of space filled by HII bubbles
as in Ref. [27]. Given this prescription, we find δ̄B = 1.1
(less than δc as ζ > 1), matching the simulation results
well. This becomes δ̄B = 1.2 if we only average over the
mass function. For simplicity, we fix δ̄B = 1.
As noted earlier, the bias bx, collapse threshold δB, and

x̄H are expected to be interrelated in a given reionization
scenario. This is evident in Fig. 1, where we see that a
factor of 2 change in ζ changes the bias by about 15%.
This change is subdominant to the impact of x̄H (linear
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FIG. 1. Ionization power spectra with non-Gaussianity
of the local form from numerical simulations. We show
fNL = (0, 20, 100) (dot-dashed, dashed, solid) for efficiency
ζ = (5.8, 3.0) (thin black, thick red) at z = 7.5, where
x̄H = (0.50, 0.75). For fNL = 100 cases, sample variance from
simulations is in form of green bands about the mean, and
analytical fits corresponding to δ̄B = 1 are in dotted lines.

frequency and distance, and λ21 = λ(z)/(1+z) = 0.21 m.
We convert between u and k spaces via u⊥ = χ(z)k⊥ =
2πL/λ(z), where L is the baseline, and u‖ = y(z)k‖.
Given non-Gaussianity of the local form, Bardeen’s

gauge invariant potential field Φ is related to a pure gaus-
sian random field φ at nonlinear order [7, 26]:

ΦNG(x) = φ(x) + fNL

(

φ2(x)− 〈φ2〉
)

. (3)

In the high-peaks formalism fNL influences biased tracers
of the underlying matter distribution as a scale depen-
dent correction to the large scale bias [20, 21]. This enters
as Pxδ/Pδδ = bx +∆bx, Pxx/Pδδ = (bx +∆bx)2, with

∆bh(k, z) = 3(bh − 1)fNLΩmH2
0 δ̄c/

(

D(z)k2T (k)
)

, (4)

where H0 is the Hubble constant, Ωm is the present den-
sity parameter of matter, D(z) is the linear growth func-
tion of density perturbations, and T (k) is the transfer
function relating present and primordial power spectra.
The quantity δ̄B is the average critical collapse density of
HII regions [27]. We leave the bias bx as a free parameter,
although bx, δB, and x̄H would all be related in a given

FIG. 2. Number density of baselines for LOFAR (solid), SKA
(dotted), MWA (dashed), and Omniscope (dot-dashed).

Experiment Nant Lmin (m) FOV (deg2) Ae(m2)
LOFAR 32 100 2× π2.42 590
MWA 500 4.0 π162 13
SKA 1400 10 π8.62 45
Omniscope 106 1.0 2.1× 104 1.0

TABLE I. Experimental specifications for the telescopes. The
antenna number only account for those inside the nucleus and
core (e.g. for SKA we use 1400 of a total 7000 antennae).
The system temperature Tsys = 390 K, bandwidth is 6 MHz,
observation time is 4000 hours, and effective area at z = 7.5.

model of reionization. The scale-dependence of the bias
in ∆bx is clearly evident in the ionization spectra from
our simulations in Fig. 1. We find that δ̄B ∼ 1 fits the
large-scale fNL induced rise to the ionization spectrum.

Numerical Simulations with Non-Gaussian Ini-
tial Conditions. We perform simulations of the ion-
ization distribution during the EoR for fNL = (0, 20, 100)
and ionization efficiency ζ = (3.0, 5.8), in a box of co-
moving length 3000 Mpc, with a modified version of
SimFast21 [28, 29]. The initial matter density field is
computed from the Poisson equation with non-Gaussian
gravitational potential ΦNG(k). We show the spectra
from these simulations in Fig 1, from which δ̄B ∼ 1.
We compare this result to the theoretical prediction.

The critical density for collapse of an ionized region of
mass m is obtained from the collapse fraction fcoll [27]:

δB(m, z) = δc −K(ζ)
√

2 (σ2(mmin, z)− σ2(m, z)), (5)

where δc ≈ 1.68 is the critical collapse density of mat-
ter, σ2(m, z) is the variance of the density fluctuations,
and mmin corresponds to a virial temperature of 104 K.
Moreover, K(ζ) = erf−1(1 − ζ−1), where ζ = mion/mgal

is the ionization efficiency [27]. We evaluate δ̄B as an
average over the fraction of space filled by HII bubbles
as in Ref. [27]. Given this prescription, we find δ̄B = 1.1
(less than δc as ζ > 1), matching the simulation results
well. This becomes δ̄B = 1.2 if we only average over the
mass function. For simplicity, we fix δ̄B = 1.
As noted earlier, the bias bx, collapse threshold δB, and

x̄H are expected to be interrelated in a given reionization
scenario. This is evident in Fig. 1, where we see that a
factor of 2 change in ζ changes the bias by about 15%.
This change is subdominant to the impact of x̄H (linear

Dalal et al (2008)

Joudaki et al (2011)

Bias increases linearly with fnl.

Bias increases with scale as 1/k2.

Bias increases with redshift as (1+z). Dalal et al 2008
Matarrese & Verde 2008



Bias in the Ionization Spectrum
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Simulations of the ionization distribution during EoR. 
Box of comoving length 3000 Mpc. 

Initial matter density field from NG potential.
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Agenda Part 2
Primordial non-Gaussianity and 
connection to 21 cm Physics

Expected Constraints on fnl 
relative to Design of 21 cm 
Experiments



LOw Frequency ARray (LOFAR)

Primarily in Netherlands. 
77 large (diameter ~ 100 m) stations, 

each with thousands of antennae. Signal 
from stations correlated to form image.

Presently at calibration stage.

Lofar.org



Murchison Widefield Array (MWA)

Built in Western Australia. 500 
4mx4m stations, each with 16 

correlated antennae. At least 3 
years until data collection.

mwatelescope.org



Square Kilometer Array (SKA)

skatelescope.org

Built either in Western Australia or 
South Africa. 7000 small antennae. 

First light around 2020. 



Omniscope

Tegmark & Zaldarriaga 2010

Fast-fourier transform telescope, which 
correlates all of its antennae. One million 

1mx1m antennae in contiguous nucleus.
Prototype stage.
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FIG. 1. Number density of baselines (top) obtained from the
array density (bottom) for the telescopes LOFAR (solid), SKA
(dotted), MWA (dashed), and Omniscope (dot-dashed).

Experiment Nant Lmin (m) Lmax (m) FOV (deg2) Ae(m2)
LOFAR 32 100 650 2× π2.42 590
MWA 500 4.0 100 π162 13
SKA 1400 10 430 π8.62 45
Omniscope 106 1.0 1100 2.1× 104 1.0

TABLE I. Experimental specifications for the telescopes. The
antenna number only account for those inside the nucleus and
core (e.g. for SKA we use 1400 of a total 7000 antennae).
The system temperature Tsys = 390 K, bandwidth is 6 MHz,
observation time is 4000 hours, and effective area at z = 7.5.

Given primordial non-Gaussianity of the local form,
Bardeen’s gauge invariant potential field Φ is related to
a pure gaussian random field φ at nonlinear order [15, 39]:

ΦNG(x) = φ(x) + fNL ∗ (φ2(x)− 〈φ2〉). (3)

In the high-peaks formalism, fNL influences biased trac-
ers of the underlying matter distribution as a scale depen-
dent correction to the large scale bias [11, 13]. This enters
Pxx/Pδδ = [bx +∆bx]

2 and Pxδ/Pδδ = bx+∆bx, given

∆bx(k, z) = 3(bx − 1)fNLΩmH2
0 δ̄B/

(

D(z)k2T (k)
)

, (4)

where H0 is the Hubble constant, Ωm is the present en-
ergy density of matter, D(z) is the linear growth function
of density perturbations, and T (k) is the transfer func-
tion relating the present and primordial power spectra.
Here, δ̄B is the mass averaged critical collapse density of
H II regions [18]. This scale-dependent bias is verified
to hold in numerical simulations of the ionization spec-
trum in Fig. 2, where we find δ̄B ∼ 1 fits the large-scale
non-Gaussian rise to the ionization spectrum well.

Numerical Simulations With Non-Gaussian Ini-
tial Conditions. We perform numerical simulations
of the ionization distribution in the EoR for fNL =
(0, 20, 100) and ionization efficiency ζ = (3.0, 5.8), in a

FIG. 2. Numerical simulations of the ionization power spec-
trum including primordial non-Gaussianity. On large scales
Pxx/Pδδ = [bx +∆bx]

2 and Pxδ/Pδδ = bx + ∆bx, where
∆bx = 0 if fNL = 0. We show fNL = (0, 20, 100) (solid,
dashed, dot-dashed) for ionization efficiency ζ = (5.8, 3.0)
(thin black, thick red) at z = 7.5, where x̄H = (0.25, 0.50).
The simulation uncertainty is shown in the form of yellow
bands about the mean for the fNL = 100 cases. Analytical
fits to fNL = 100 simulations are shown as dotted lines, cor-
responding to δ̄B = 1.

box of comoving length 3000 Mpc, with a modified ver-
sion of SimFast21 [14]. The generation of the initial den-
sity field is constructed with primordial non-Gaussianity
of local type, as in Eqn. 3. The initial matter density
field is then computed from the Poisson equation with
non-Gaussian gravitational potential ΦNG(k). We com-
pute the fraction of collapsed mass using the barrier con-
dition from the extended Press-Schechter model [16–18].
The power spectra generated from these simulations are
illustrated in Fig 2, from which δ̄B ∼ 1.
We compare this result for δ̄B to the theoretical pre-

diction. Approximating the mass averaging of the bias
and collapse density in Eqn. 4 as decoupled, we evaluate
δ̄B as an average over the fraction of space filled by the
bubbles, extrapolated to the present [18]:

δ̄B = D(z)

∫∞
mmin

dm n(m, z)m δB(m, z)
∫∞
mmin

dm n(m, z)m
, (5)

where the critical density for collapse of an ionized region

Joudaki et al 2011

Nucleus - Core - Annulus



Foregrounds and considered scales

The limiting factor for 21 cm observations is cleaning 
of foregrounds, which are 104 times larger than the 
signal (e.g. galactic synchotron (~70%), galactic 
bremsstrahlung, and extragalactic point sources).

By subtracting a cubic polynomial from the 
foregrounds (McQuinn 2006), they are lowered well 
below the signal for kLOS > 2π/yB = 0.063/Mpc for 6 MHz 
bandwidth. We also consider more optimistic scenario.

Perpendicular k⊥-modes set by the min/max baselines. 
LOFAR: [0.039,0.25]/Mpc, MWA: [0.0016, 0.040]/Mpc,  
SKA: [0.0039, 0.17]/Mpc, Omniscope: [3.9e-4, 0.44]/Mpc.

Single redshift bin at z=7.5, with bias bx=2.3 and mean 
neutral fraction xH=0.5. Nonlinearities force k < 2/Mpc, 
but we impose an even earlier cutoff at 0.15/Mpc.

McQuinn et al 2006 
Joudaki et al 2011
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z=7.5
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matter spectra is constant in a universe without non-
Gaussianity, the free parameters in a single redshift bin
at x̄H = 0.5 are limited to (fNL, bx, x̄H). With Planck
priors on the standard cosmological parameters [17], in
particular the matter power spectrum normalization ∆2

R,
cold dark matter density Ωch2, spectral index ns, and
its running dns/d ln k, we find the fNL constraints from
[LOFAR, MWA, SKA] are robust to the assumption of a
fixed cosmology at the 10% level, while the same level of
robustness for Omniscope is achieved after including its
constraints on

(

ns, dns/d ln k,Ωch2
)

from small scales.
The constraints on fNL will depend on the fiducial bx,
but we do not explore this issue here.

Fig. 3 (top) shows fNL constrained as function of the
minimum LOS wavenumber, limited by the experimen-
tal ability to remove foregrounds. Imposing kmin

‖ =

2π/(yB) = 0.063/Mpc [31], we find the constraints for
[LOFAR, MWA, SKA, Omniscope] are equal to σ(fNL) =
[700, 100, 50, 4], which reduces to σ(fNL) = [100, 30, 40, 4]
when instrumental noise is neglected. These constraints
improve for telescopes with increased ability to probe
larger LOS scales. When arbitrarily large scales along
the LOS can be probed, we find σ(fNL) = [200, 6, 10, 0.6],
which reduces to σ(fNL) = [70, 5, 10, 0.6] when noise is
neglected. The constraints plateau for kmin

‖ → 0 due to

the nonzero kmin
⊥ set by the minimum experiment base-

line. As kmin
‖ decreases, our assumed MWA configuration

becomes somewhat better than the SKA configuration in
constraining fNL due to its smaller minimum baseline,
allowing larger scales to be probed by the telescope.

In Fig. 3 (bottom), we consider a minimum LOS scale
set by kmin

‖ = 2π/(yB), but allow an order of magni-
tude variation in bandwidth and telescope antenna num-
ber. The bandwidth is inversely proportional to the mini-
mum LOS wavenumber and linearly increases the volume
probed, whereas larger number of antennae for fixed ar-
ray density increases the maximum baseline as

√
Nant

and linearly boosts the baseline density (thereby decreas-
ing the noise). The contours show increased bandwidth
is more powerful in the search for fNL, in particular for
SKA and Omniscope that have small instrumental noise.
This is because their signal-to-noise is already close to
the cosmic variance limit, and our power spectrum cutoff
at k = 0.15/Mpc makes us insensitive to the increasing
number of small scale modes. Extending the considered
modes to scales of k = 2/Mpc (incorporating modeling
of the exponential tail with very strong priors on the new
free parameters) improves the constraints by up to factor
of 2 for the different experimental configurations.

We have also considered the case where the bias and
ionization fraction are fixed. In this scenario, the fNL

constraints improve by a factor of 1.5 up to a factor of 10
for the various cases and experiments considered. For the
fiducial configurations alone, the fNL constraints improve
by factors of 2 (MWA) to 3 (LOFAR, SKA, Omniscope)

when fixing the bias to be a function of the ionization
fraction. When only information from scales larger than
kmax = 0.10/Mpc is available (compared to 0.15/Mpc
assumed throughout the paper), the constraint on fNL

degrades by up to a factor of 2 when marginalizing over
bx and x̄H, and by up to 30% when bx and x̄H are fixed.

Conclusions. The search for a signature of primor-
dial non-Gaussianity is a key test of inflationary theo-
ries. Large values for the non-Gaussianity parameter,
fNL # 1, will rule out standard single field inflationary
models. We have considered the impact of primordial
non-Gaussianity on the ionization power spectrum from
21 cm emission at the epoch of reionization, which pro-
vides an alternative approach to constrain fNL relative to
the cosmic microwave background and large-scale struc-
ture. We find that fNL can be constrained to an accuracy
of order 10 with future 21 cm telescopes like SKA and
MWA. This improves by an order of magnitude for a
fast-Fourier transform telescope like Omniscope, thereby
opening a new window to inflationary physics.
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Thick lines: with noise Thin lines: w/o noise Bandwidth 6 MHz

LOFAR: [0.039, 0.25]/Mpc 
MWA: [0.0016, 0.040]/Mpc 
SKA: [0.0039, 0.17]/Mpc 
Omniscope: [3.9e-4, 0.44]/Mpc

k =
�
k2� + k2⊥
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V ∝ B kmin
� ∝ 1/B

n(k⊥) ∝ Nant

sensitivity enters via two quantities: 
Antenna Number and Bandwidth

Bandwidth limits number of modes (i) 
and largest scales probed along LOS (ii)

Larger number of antennae for fixed array 
density lowers the noise (i) 

and number of perpendicular modes (ii)

i) ii)

ii)i) kmax
⊥ ∝ Lmax ∝

�
Nant
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function of ζ) on the 21 cm power spectrum. In a more
optimistic scenario, one could envision constraining x̄H

(or ζ) together with fNL without bx as a free parameter.
We also considered the impact of variations in x̄H and
fNL on δ̄B. Changing x̄H by a factor of two only affects
δ̄B by 8% given (1 − x̄H) = ζfcoll. Nonzero fNL skews
δB(m, z) through its influence on fcoll. Using the results
of Ref. [30], we estimate δ̄B is only perturbed by 4% even
for fNL = 100. This is because the sensitivity to fNL in-
creases with mass, while the mass scales that contribute a
majority of the integral over the mass function lie within
an order of magnitude of the minimum halo mass.

21 cm Noise Power Spectrum . The noise power
spectrum of 21 cm fluctuations is expressed as [24, 31]

PN (u⊥, z) =
(

λ2(z)Tsys(z)/Ae(z)
)2

/ (t0n(u⊥)) , (6)

where the sky-dominated system temperature Tsys "
280 ((1 + z)/7.4)2.3 K [32], t0 is the total observation
time, and Ae(z) ∝ λ2(z) is the effective collecting area
(listed in Table I). Here, n(u⊥) encodes the number den-
sity of baselines shown in Fig. 2, computed as the auto-
correlation of the array density for each of the surveys.
The array distributions are composed of a nucleus with

full coverage fraction and a core with power law r−2. The
nucleus radius is Rn =

√

ηNant/(ρ0π), where ρ0 is the
2D array density of the nucleus, and Nant is the number
of antennae of each experiment (see Table I). The core
radius is by construction Rc = Rn exp((1− η)/(2η)) [24].
The most optimal choice of η for constraints on fNL de-
pends on the particular experiment and bandwidth B
considered, but for comparison with prospective con-
straints on other cosmological parameters in Table V of
Ref. [24], we choose η = 0.8 for [LOFAR,MWA, SKA],
whereas all of Omniscope’s antennae lie in the nucleus.
We assume residual foregrounds can be ignored beyond

k‖ ≥ 2π/(yB) [31], but also consider the case where fore-
grounds can be removed on larger scales (Fig 3).

Fisher Matrix Forecasts. We evaluate the prospec-
tive constraints on fNL from the 21 cm power spectrum
at the EoR via the Fisher matrix formalism. The sum-
mation involves pixels in (k⊥, k‖) of thickness (ε⊥, ε‖) =
(∆k⊥/k⊥,∆k‖/k‖) = (0.1, 0.1):

Fab =
∑

pixels

1

[δP∆T (u)]2

(

∂P∆T (u)

∂pa

)(

∂P∆T (u)

∂pb

)

.

(7)
We have verified that our forecasts are robust to vari-
ations in the step sizes of parameter space and k-space.
The measurement error consists of the sum of the sample
variance and thermal detector noise over half-space [31]:

δP∆T (u) = (P∆T (u) + PN (u⊥))/
√

Nm. (8)

The number of modes falling in each pixel is given by
Nm = 2πk⊥∆k⊥∆k‖V(z)/(2π)

3, such that the volume

FIG. 3. Top: Marginalized fNL constraints for cases with
noise (thick) and without noise (thin), which overlap for Om-
niscope. We consider a bandwidth of 6 MHz, but assume fore-
grounds can be removed on scales larger than k‖ = 2π/(yB).
Bottom: Marginalized fNL constraints as function of band-
width and number of antennae. The bandwidth limits the
number of modes and largest scale probed along the LOS
(via the survey volume V ∝ B and kmin

‖ ∝ 1/B), whereas
a larger number of antennae for fixed array density increases
the survey resolution and number of perpendicular modes (via
n(u⊥), on large scales ∝ Nant, and umax

⊥ ∝
√
Nant). The color

coding is the same as for the top panel.

sampled V (z) = χ2yB × FOV, where FOV denotes the
field of view of the telescope (often equal to λ2/Ae).
For a single redshift bin at z = 7.5, we fiducially let

bx = 2.3 and x̄H = 0.5. The bandwidth B = 6 MHz
limits kmin

‖ = 2π/(yB) ∼> 0.063/Mpc [31], and non-

linearities force kmax
‖ ∼ 2/Mpc. The ranges in k⊥ at

the central redshift are [0.039, 0.25]/Mpc for LOFAR,
[0.0016, 0.040]/Mpc for MWA, [0.0039, 0.17]/Mpc for
SKA, and

[

3.9× 10−4, 0.44
]

/Mpc for Omniscope. How-
ever, due to our narrow focus on fNL at the largest scales
in which the 1/k2 boost becomes significant, in practice,
we only keep modes up to kmax = 0.15/Mpc.

Results. In quantifying our constraints on fNL, we
fix the underlying cosmology. By only considering large
enough scales for which the ratio of the ionization and



Special considerations
Extending the considered modes to scales k = 2/Mpc 
(with strong prior on exponential tail) improves the 
constraints by up to a factor of 2 for the different 
experimental configurations.

When only information from scales k < 0.10/Mpc (as 
opposed to 0.15/Mpc) is available, the constraint on 
fnl degrades by up to factor of 2 when marginalizing 
over [bx, xH], and by up to 30% when [bx, xH] are fixed.

Fixing the ionization fraction and bias improves the 
fnl constraints by factor of 1.5 up to factor of 10, 
for different cases and experiments considered.

For fiducial configurations alone, the fnl constraints 
improve by factors of 2 (MWA) to 3 (LOFAR, SKA, 
Omniscope) when fixing bias to be function of 
ionization fraction.



Conclusions

The search for signature of primordial NG is a key 
test of inflationary theories. Large values for NG 
parameter fnl≫1 will rule out standard single field 
inflationary models.

The ionization power spectrum from 21 cm emission 
during the EoR provides an alternative approach to 
constrain fnl relative to the CMB and LSS.

Future 21 cm telescopes like MWA and SKA will be 
able to measure fnl to accuracy of order 10, which 
improves by an order of magnitude for Omniscope.

Increased bandwidth is more powerful than 
boosting antenna number in the search for fnl, 
especially for CVL probes like SKA and Omniscope.



Thanks for listening.


